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How can we assist media industry in verifying deepfakes 
and cheapfakes efficiently and effectively?

RQ1: RQ2: RQ3:
How multimedia content 

verification is carried out in the 
media industry?

How can we fight deepfakes within 
the news domain?

How can we fight cheapfakes
within the news domain?

What are the limitations of the current
tools and software available for
multimedia content verification?

SRQ 1.3

How media practitioners verify content
using automated tools and the
limitations of the available tools?

SRQ 1.2

What is the State of the Art in
multimedia verification in journalism?

SRQ 1.1

How can we address and improve
deepfake detection in the NEWS
domain?

SRQ 2.3

How can we make the deepfake
detection systems more robust and
generalizable?

SRQ 2.2

What is the State of the Art in deepfake
detection?

SRQ 2.1

How can we address and improve
cheapfake detection in the NEWS
domain?

SRQ 3.3

Separate models for image and text
data, or a single model for both? What is
better?

SRQ 3.2

What is the State of the Art in
cheapfake detection?

SRQ 3.1



RQ1. How visual UGC verification is carried out
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Change me in Bottomtext 6

TABLE 1. A summary of multimedia problems presented in Section III. We also list suitable forensics techniques, as well as available tools to detect/debunk these
forgeries. Some of content in this table is inspired from [8]. An analysis of the tools can be found in Table 3.

Modification
Category

Problem Examples from the News Domain Forensics Techniques Tools

Similar Source
Identifi-
cation

A video game clip was mis-captioned and
shared on social media platforms in the con-
text of Russian invasion of Ukraine. The
computer generated clip claimed to show
"Ghost of Kyiv", a fictitious Ukrainian fighter
pilot shooting down a Russian fighter jet [31].

Source identification is carried out by analysing
metadata information, CFA interpolation patterns,
sensor noise fingerprints, JPEG compression arti-
facts. Deep CNN models have also been employed
for the source identification task.

MeVer Image, InVID,
Ghiro, FotoForensics,
Forensically, DeDigi,
Online Exif Viewer,
exifdata, YouTube
Data-Viewer

Image/Video
Prove-
nance

An image went viral on social media in 2021
claiming to show a heart-shaped sunset over
a beach. The image was found to be mis-
captioned, and the original image (digital art-
work) was actually posted on Instagram by a
user in 2020 [32].

For provenance analysis metadata information,
noise fingerprints, DCT features are used to train
statistical models. Deep learning models are also
proposed for provenance analysis.

MeVer Image, InVID,
Ghiro, FotoForensics,
Forensically, DeDigi,
Google/TinEye Image
Search

Enhanced/
Retouched

Retouching US President Donald Trump’s official Face-
book and Instagram handles shared his edited
photos to show him with a tightened waist-
line, elongated fingers, a slimmed neck and
shoulder, higher crotch and tightened hair [8].

Retouching forgeries are typically detected using
noise patterns, histogram analysis. Deep CNN mod-
els are also used to detect these forgeries.

MeVer Image, InVID,
Ghiro, FotoForensics,
Forensically, DeDigi,
Google/TinEye Image
Search

Cropping During the inauguration ceremony of US
President Donald Trump, the White House
cropped official photos in a way that made
the crowd seem larger. For reference, see
Figure 3.

Cropped images are normally multiple compressed,
they can be detected by analysing the image com-
pression qualities, image histogram, or blocking
artifacts. Deep learning models are also proposed
to detect image cropping.

MeVer Image, InVID,
Ghiro, FotoForensics,
Forensically, DeDigi,
Google/TinEye Image
Search

Doctored Copy-
Move

Sepah News, owned by Iran’s Revolution-
ary Guards posted forged images using
copy/move forgery to show four missiles, in-
stead of the original 3. The image was edited
by copying and pasting one of the missiles
from the original image itself [20].

Two widely used detection methods are, (1) Block
matching based method exploiting DCT and DWT
features; and (2) Key-point matching based meth-
ods exploiting SIFT, SURF features to detect ma-
nipulated images. Some approaches use deep learn-
ing models as well.

MeVer Image, InVID,
Forensically,
Google/TinEye Image
Search

Splicing A popular photo from G20 summit held in
Hamburg, Germany in 2020 was a result of
the image splicing forgery. The photo showed
Donald Trump and other prominent world
leaders surrounding Putin, looking towards
him as if they were all listening to something
important from him [33].

Diverse range of features are used to detect image
splicing forgeries, for example, CFA interpolation
artifacts, JPEG compression artifacts, noise patterns
to detect and localise spliced image regions. Deep
learning models are also used to detect and localise
splicing forgeries in images.

MeVer Image, InVID,
Ghiro, FotoForensics,
Forensically, DeDigi,
Google/TinEye Image
Search

Deepfakes In 2019, a deepfake video produced by
two artists Bill Posters and Daniel Howe
along with an advertising firm showing Mark
Zuckerberg, founder of Facebook saying
things, in reality he never said [34].

Deepfakes are typically detected using deep CNN
models trained on large amounts of image data.
Recurrent neural networks, and transformer models
capable of learning temporal associations are also
used to detect deepfakes. Diverse set of features
such as, 3D decomposition, biological features, or
optical flow are used to train these models.

Deepware, MeVer
Video,
Google/TinEye Image
Search

Other Cheapfakes In the aftermath of the 2015 earthquake in
Nepal, an image was circulated on the in-
ternet under the guise that it was an image
captured in Nepal . The picture was actually
captured in Vietnam in 2007 [35].

Deep networks trained separately on images and as-
sociated text captions are proposed to detect cheap-
fakes/multimodal fake news. Transformer models,
for example, ViLBERT, VL-BERT can also be used
to detect cheapfakes

MeVer Image, InVID,
Ghiro, FotoForensics,
Forensically, DeDigi,
Google/TinEye Image
Search, Snopes

Video
Forensics

A manipulated video of the House Speaker
Nancy Pelosi was widely shared across dif-
ferent social media platforms including, Tik-
Tok, Facebook. The video was manipulated
by slowing down the frame rate which made
Nancy Pelosi’s appear drunk [36].

Using diverse set of features, for example, Gray
Level Co-occurrence Matrix (GLCM), Peak-signal-
to-noise ratio (PSNR), Histogram of Oriented Gra-
dients (HOG), optical flow. New approaches pro-
pose to use deep CNN models.

MeVer Video, InVID,
DeDigi,
Google/TinEye Image
Search, YouTube
Data-Viewer

devices. A simplistic overview of the digital image acqui-
sition process is shown in Figure 5. For the source camera
identification task along with metadata information, features
such as sensor noise patterns, CFA interpolation artifacts, and
compression artifacts are employed by the experts to analyze
image/video under question, as depicted in Figure 5.

A straightforward technique to identify the source/camera
of an image is to analyse it’s Exif (Exchangeable Image File)
header. Some useful details about the image and acquisition
device are saved in the Exif headers, for example, make and
model of the device, image resolution, exposure settings,
date/time of acquisition, and some other relevant details [37].
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TABLE 3. A list of useful tools for visual UGC verification, and some of their limitations. The associated visual UGC verification elements described in Section II are
also presented in this table, where 1 = Provenance, 2 = Source, 3 = Date, 4 = Location, 5 = Motivation and 6 = Multimedia Forensics.

Tool Use Case Element Limitations

WeVerify - InVID
https://tinyurl.com/mtfcj59s

Image/Video Analysis, Metadata
Analysis, Frame Extraction

1, 3, 4, 6 Struggles against heavy compression, requires some level of
training to be used.

TrulyMedia
https://www.truly.media/

Contextual Image/Video Analysis,
Identity Verification

1, 2, 3, 4, 5 Restricted access, no forensics tools are made available, no
documentation available.

MeVer
https://caa.iti.gr/

Contextual Visual Content
Analysis, Metadata Analysis

1, 2, 3, 4,
5, 6

Relies heavily on the already available information on the web,
not useful when there is no related information available about
fairly recently surfaced fake visual content.

FotoForensics
http://fotoforensics.com/

Image Analysis, Metadata Analy-
sis, String Extraction

1, 3, 4, 6 No dedicated copy-move detector, struggles against heavy com-
pression, does not allow customized forensics filters.

Forensically
https://29a.ch/photo-forensics/

Image Analysis, Metadata Analy-
sis, String Extraction

1, 3, 4, 6 Struggles against heavy compression, requires some level of
training to be used.

Ghiro
https://www.imageforensic.org/

Image Analysis, Metadata Analy-
sis, GPS Localization

1, 3, 4, 6 No copy-move detector, struggles against heavy compression,
does not allow customized forensics filters.

DeDigi
http://www.dedigi.tech/

Image Analysis, Metadata Analy-
sis, GPS Localization

1, 3, 4, 6 Struggles against heavy compression, user-interface can be im-
proved.

Deepware
https://deepware.ai/

Deepfake Detection 6 Only analyzes videos with duration of less than 10 minutes, the
available deepfake detection models can be improved.

Snopes
https://www.snopes.com/

Fact Checking 1, 2, 3, 4 Only helps if the image/video being verified has already been
fact-checked.

Google Image Search
https://www.google.com/imghp

Reverse Image Search 1, 2, 3 Will not help if the visual UGC being verified has been shared
for the first time, or fairly recently.

TinEye
https://tineye.com

Reverse Image Search 1, 2, 3 Will not help if the visual UGC being verified has been shared
for the first time, or fairly recently.

RevEye
https://tinyurl.com/3hvx3ne5

Reverse Image Search 1, 2, 3 Will not help if the visual UGC being verified has been shared
for the first time, or fairly recently.

TweetDeck
https://tweetdeck.twitter.com

Twitter Anaytics 2, 5 Only useful if the source being verified has a Twitter profile.

Twitonomy
https://www.twitonomy.com/

Twitter Anaytics 2, 5 Only useful if the source being verified has a Twitter profile, paid
subscription required to use premium features.

TweetBeaver
https://tweetbeaver.com/

Twitter Anaytics 2, 5 Only useful if the source person being verified has a Twitter
profile.

BotSentinel
https://botsentinel.com/

Bot Detection 2, 5 Only works for Twitter, not always 100% accurate.

CrowdTangle Search
https://www.crowdtangle.com/

Facebook/Instagram/Reddit
Analytics

2, 5 Only keeps track of verified accounts with a certain amount of
followers i.e., celebrities, politicians, journalists etc.

SPOKEO
https://www.spokeo.com/

Identity Verification 2, 5 Only provides details of people residing in USA, requires paid
subscription to utilize its full functionality.

Webmii
https://webmii.com/

Identity Verification 2, 5 No content filtering capability, only available in English.

Pipl
https://pipl.com/

Identity Verification 2, 5 Paid subscription, restricted entry.

Online Exif Viewer
http://exif-viewer.com/

Metadata Analysis 1, 3 Not useful for images having no metadata information.

Exifdata
https://exifdata.com/

Metadata Analysis 1, 3 Not useful for images having no metadata information.

YouTube Data-Viewer
https://tinyurl.com/yckp89jc

Metadata Analysis, Thumbnail
Extraction, Reverse Image Search

1, 3 Only works for YouTube Videos, does not provides too many
details about the video i.e., only provides the assoicated tags.

WolframAlpha
https://www.wolframalpha.com/

Weather Information 3, 4 Requires paid version to access some functionalities, not de-
signed specifically for weather information analysis.

SunCalc
https://www.suncalc.org/

Weather Information 3, 4 No mobile version available, the web service is not properly
maintained.

Google Earth
https://earth.google.com/web/

Location Information 4 Satellite imagery is not real-time i.e., takes month/s or even years
to update maps, streetview data mostly available for developed
countries only.

Wikimapia
http://Wikimapia.com

Location Information 4 No street view available, less amount of functionality, user-
interface can be improved.

Viewdns.info
https://viewdns.info/

DNS Analytics 2 Requires expert technical knowledge to be used properly.
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q A web repository containing diverse set of 
resources, e.g.,
§ Tools and resources helpful for journalists/fact-checkers to 

verify visual user-generated content found online

§ Visual content forgeries widely spread online in the past

§ Research publications focusing on detecting multiple 

different forms of visual content forgeries

q We aim at updating this repository with new 
resources over the next years

q We plan to incorporate automated visual content 
verification demos (for cheapfake and deepfake 
media detection) within this repository in the future

Multimedia Forensics Repository





RQ2. Deepfake Detection
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Hybrid Transformer Network for Deepfake Detection

A simple straightforward architecture that uses much less training data while keeping 
comparable results to other more advanced state-of-the-art approaches

Khan, S.A. and Dang-Nguyen, D.T., 2022, September. Hybrid Transformer Network for Deepfake Detection. 
In International Conference on Content-based Multimedia Indexing (pp. 8-14) Paper Award Runner-up
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Figure 1: Deepfakes (left) are de�ned as falsi�ed media created using sophisticated AI-based media manipulation tools and
techniques. Cheapfakes (right) include falsi�ed media created with/without contemporary non-AI based editing tools which
are easily accessible. Photoshopping tools can be used to tamper with images. Videos can be sped up or slowed down to change
the intent ormisrepresent the person in the video. Re-contextualizing includes associating falsi�ed or unrelated claims with a
genuine image to misrepresent events or persons. This challenge is focused on detecting re-contextualized cheapfakes. Image
sources: [6, 12, 13, 22, 27]

ABSTRACT
Cheapfake is a recently coined term that encompasses non-AI
(“cheap”) manipulations of multimedia content. Cheapfakes are
known to be more prevalent than deepfakes. Cheapfake media can
be created using editing software for image/video manipulations, or
even without using any software, by simply altering the context of
an image/video by sharing the media alongside misleading claims.
This alteration of context is referred to as out-of-context (OOC)
misuse of media. OOC media is much harder to detect than fake
media, since the images and videos are not tampered. In this chal-
lenge, we focus on detecting OOC images, and more speci�cally
the misuse of real photographs with con�icting image captions in
news items. The aim of this challenge is to develop and benchmark
models that can be used to detect whether given samples (news
image and associated captions) are OOC, based on the recently
compiled COSMOS dataset.

KEYWORDS
cheapfakes, misinformation, news, out-of-context misuse,
re-contextualized media

1 INTRODUCTION
The last decade has seen a surge in the use of social media platforms
as ameans of consuming news. In a recent study [25], Forbes reports
that social media giant Facebook leads this trend with 36% of its
customers using the platform for consuming news. Social media
platforms come with a freedom for users to upload and share posts,
which has led to the proliferation of fake media on these platforms.

Fake media (including audio, images, videos, and text) circu-
lated on social media platforms can be broadly grouped into two
major categories: deepfakes and cheapfakes, as shown in Figure 1.
Deepfakes are falsi�ed media, most commonly facial videos cre-
ated using sophisticated AI-based media manipulation tools and
techniques. Several deepfake detection methods [1, 2, 5, 10, 11, 15,
16, 20, 22, 24, 28] are in place to monitor and regulate the spread
of deepfake videos. Cheapfake is a recently coined general term
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platforms come with a freedom for users to upload and share posts,
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ACMMM’22, Lisbon, Portugal Aneja et al.

Figure 2: Each image in the dataset is accompanied by one or two captions that the image was circulated together with on
the Internet. On the left, one of the two captions is misleading with an alteration of context, indicating out-of-context (OOC)
misuse. On the right, none of the two captions are misleading, hence not-out-of-context (NOOC). Image source: [3]

that encompasses non-AI (“cheap”) manipulations of multimedia
content, created without using deep learning methods. Although a
lot of attention has been paid to the creation, detection, and misuse
of deepfakes in the last years, cheapfakes are actually known to be
more prevalent than deepfakes [7, 18, 23].

Cheapfakes are created with or without contemporary editing
tools which are non-AI based and are easily accessible. Image ma-
nipulations, speeding/slowing of videos, and deliberate alteration
of the context of the multimedia asset in, e.g., news captions, by
sharing the media alongside misleading claims, are some of the
methods that are currently in use (see Figure 1). The latter is re-
ferred to as out-of-context (OOC) misuse of media. OOC media are
much harder to detect than fake media, since the images and/or
videos are not tampered. We refer readers to the report by Paris et
al. [21] for an overview of di�erent types of cheapfakes surfacing
the Internet.

Depending on the type of cheapfakes, di�erent detection tools
can be used. Methods to detect image manipulations such as photo-
shopping and image splicing have been investigated [8, 9, 14, 26].
Re-contextualization or OOC misuse, which include associating
falsi�ed or unrelated claims with a genuine image in order to mis-
represent events or persons is, however, relatively niche and unex-
plored. Very recently, Aneja et al. [3] introduced this task, provided
a dataset of real-world news posts called COSMOS, and proposed a
method for detecting cheapfakes, which was benchmarked using
the COSMOS dataset.

In this challenge, we focus on detecting OOC images, and more
speci�cally the misuse of real photographs with con�icting image
captions, in news items. The aim of this challenge is to develop
and benchmark models that can be used to detect whether given
samples (news image and associated captions) are OOC, based on a
version of the COSMOS dataset.

2 CHALLENGE TASKS
Task 1: Identi�cation of Con�icting
Image-Caption Triplets
An image serves as evidence of the event described by a news
caption. If two captions associated with an image are valid, then
they should describe the same event. If they align with the same
object(s) in the image, then they should be broadly conveying the
same information. Based on these patterns, we de�ne out-of-context
(OOC) use of an image as presenting the image as an evidence of
untrue and/or unrelated event(s). If the two captions refer to same
object(s) in the image, but are semantically di�erent, i.e., associate
the same subject to di�erent events, this indicates OOC use of
the image. However, if the captions correspond to the same event,
irrespective of the object(s) the captions describe, this is de�ned as
not-out-of-context (NOOC) use of the image. See Figure 2 for more
details.

In this task, the participants are asked to come up with methods
to detect con�icting image-caption triplets, which indicates miscon-
textualization.More speci�cally, given <Image,Caption1,Caption2>
triplets as input, the proposed model should predict corresponding
class labels (OOC or NOOC). The end goal for this task is not to
identify which of the two captions is true/false, but rather to de-
tect the existence of miscontextualization. This kind of a setup is
considered particularly useful for assisting fact checkers, as high-
lighting con�icting image-caption triplets allows them to narrow
down their search space.

Task 2: Fake Caption Detection
A NOOC scenario from Task 1 makes no conclusions regarding the
veracity of the statements. In a practical scenario, multiple captions
might not be available for a given image. In such a scenario, the
task boils down to �guring out whether a given caption linked to
the image is genuine or not. We argue that this is a challenging
task, even for human moderators, without prior knowledge about
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Related Master Projects
• Vegard Velle Sjøen (graduated June 2022): Digital Image 

Forensics In The Wild: Social Media Platforms
• Espen Bøe (being submitted, December 2022): Measuring 

Engagement from Interactive Design Methods in Non-Fiction 
News Articles

• Eivind Moholdt (on-going, June 2023): Out of context <image, 
text> pairs detection

• Erik Gjertsen (on-going, June 2023): Detecting images 
generated by Dall-E
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Collaborations
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Related Projects
• EU - NORDIS (2021 - 2023): Nordic Observatory for Digital 

Media and Information Disorder
• NFR - NewsAngler (2018 - 2022): Finding new and unexpected 

angles on unfolding news stories, along with suitable 
background information

• IPN - EXPLAIN (2022 - 2024): Explainable AI for automated fact-
checking and additional insight - when facts are not enough
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Change me in Bottomtext 22

Use of fact-checking tools
Task Tool Users (%, N = 17)

Audio transcription Amberscript 11,8

oTranscribe 5,9

Image and video 
verification

TinEye 41,2

InVID 29,4

Google Image 23,5

Citizen Evidence 5,9

PimEyes 23,5

Deepware 5,9

Geolocation Google Earth 17,6

Google Street View 5,9

Google Maps 11,8

Task Tool Users (%, N = 17)

Searching & verifying OSINT Tools 35,3

Google 52,9

Google Cache 5,9

WayBack Machine 41,2

Social networks 
monitoring

CrowdTangle 70,6

Storyboard.news 23,5

Twitter Advanced 
Research

5,9

TweetDeck 23,5

Translation Google Translate 11,8

Reported on May 2022



• Tools are not magic wands, they do not define the fact-checker 

• Trusting the tools and the results they provide = explicability 

• Tools’ reliability suppose a shared-expertise between the human and the tool 

• Accuracy = considering the context (facts are context-dependent) 

• Automation = quality of training datasets + accuracy of the results  

“I cannot trust what 's written in this Wikipedia post, because (...)  
anyone can write that.” 

JFC8, Sweden

Conditions of using fact-checking tools



WE ARE DEVELOPING USER 
FRIENDLY, RESPONSIBLE 

AND COLLABORATIVE  
PROTOTYPES

http://dedigi.tech, “DeDigi: A Privacy-by-Design Platform for Image Forensics”, Intelligent 
Cross-Data Analysis and Retrieval, ACM ICMR 2022



Facilitates advanced analysis

Youtube Video:https://www.youtube.com/watch?v=CE0Q904gtMI 

http://dedigi.tech, “DeDigi: A Privacy-by-Design Platform for Image Forensics”, Intelligent Cross-Data Analysis and Retrieval, ACM ICMR 2022



Summary
• RQs are done very according to the plan
• Outputs:

• A repository
• A demo
• 3 accepted conference papers
• 1 journal (submitted)
• 1 research challenge organised
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