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Why CLIP?

This research is funded by SFI MediaFutures partners and 

the Research Council of Norway (grant number 309339).

1. Investigated four transfer learning strategies to adapt

CLIP for deepfake detection, inspired by recent VLM

research.

2. Our strategies, especially Prompt Tuning, outperform

the current state-of-the-art.

3. Few-shot experiments show excellent performance

with only 32 real/fake samples per LSUN object

category.

4. Robustness analysis against post-processing

operations such as, JPEG compression and Gaussian

blurring.

5. Demonstrated solid performance of CLIP-based

detectors with smaller training sets (20k real/fake

images).

6. Open-source code and trained models released.
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