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Abstract

Research questions

Expectations
The increasing use of large language models (LLMs) in 

applications underscore the critical importance of evaluating

fairness and bias in these models. Given the large amounts of

data they are trained on and the nature of embeddings, LLMs may

produce harmful representations of society. In my thesis, I aim to 

quantify the underrepresented biases of ageism, ableism, and 

nationality.

1. Are LLMs biased with regard to age, disability and nationality?

2. Do Norwegian and multilingual LLMs exhibit comparable levels

of bias with regard to age, disability, and nationality?

My hypothesis is that the models will more frequently associate

negative attributes with older individuals and poorer countries, 

thereby reinforcing existing stereotypes in society. It will be 

interesting to compare the Norwegian and multilingual models to 

identify any differences. I speculate that models trained on a 

Norwegian corpus will be more nuanced.
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