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Abstract

Research question

Methods

Automatic Speech Recognition systems (ASR) are used to 
automatically generate text from speech. ASR can be done 
quickly, but often at the cost of precision, meaning that the 
speaker’s intended word was wrongly transcribed. The purpose 
of this thesis is to firstly identify such errors, secondly to correct 
them. We will be working with Norwegian texts, with data from 
TV2. The plan is to use pre-trained language models for 
Norwegian based on the BERT architecture.

1. RQ 1: To what extent can we develop a system, using 
pre-trained language models, that can find severe errors in 
speech-to-text transcripts given their context?

2. RQ 2: To what extent can we develop a system that can 
correct severe errors in speech-to-text after being identified as 
errors?

3. RQ 3: How fast can we make the system, and will it be fast 
enough to be used online?

Data 

● Provided by TV2.

● Transcripts from shows like God Morgen Norge, News, and political 
debates.

Post-processing of the ASR system’s output text involves both finding 
and correcting errors, meaning finding misplaced words and replacing 
them with the correct ones. Looking at the context surrounding a word 
is an approach that is feasible.

Challenges
● Defining a threshold for when a word is classified as catastrophic.
● Finding these catastrophic errors.
● Correcting errors.

Types of errors

- Single word errors.
- Sequences of wrongly transcribed words (See Ratatouille picture) 

pose a unique challenge. 
- Non-words.

The plan is to use pre-trained language models for Norwegian, such as 
NorBERT, to see how likely or surprising a word is given its context. 
BERT-based language models are trained on large amounts of text, and 
can learn how a word fits into a given context. If a word is surprising 
enough, i.e it doesn’t fit the context, and is also classified as 
catastrophic, then it needs to be removed or corrected.

Simple flowchart showing the two main goals of this thesis. Firstly, 
detection and removal, secondly, correction. 
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