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Abstract Studies in psychology have shown various ways how humans can be influ-
enced in their choices and behavior. Many of these persuasive strategies and nudges
are now also used online, affecting how digital choice environments are designed. In
the sustainability domain, these strategies have been used to promote specific pro-
environmental behaviors, such as through green energy defaults and social norms
(e.g., ‘75% of people re-use their towel’). Most of these nudges are, however, eval-
uated in one-size-fits-all interventions, not reflecting to an extent to which today’s
digital environments are personalized. Not only does this call for smarter, personal-
ized nudges, it also overlooks the fact that various nudgeswould be applied in tailored
choice environments. In particular, recommender systems have become ubiquitous,
directly tailoring advice to end users, which might deem nudges to become super-
fluous. Hence, it remains an open question whether nudging is still effective if the
advice is also tailored. This chapter explores the effectiveness of different (smart)
nudges in the context of tailored choice systems for household energy conservation.
We have developed an approach for a psychology-informed recommender system
that presents personalized, attitude-tailored energy-saving advice to end users. Our
approach comprises an algorithm and interface nudges that are both personalized and
operationalized through smart default and social norm interventions. We present the
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results of multiple studies performed with our energy recommender systems, pro-
viding evidence for the limited effectiveness of interface nudges in a personalized
advice context. We discuss the design implications and what nudging and persuasion
mean in a world in which most decisions are digitized and content is personalized.

Keywords Recommender systems · Nudging · User modeling · Tailoring ·
Psychology · Energy conservation

1 Introduction

Digital technologies have the capacity to steer human behavior. Some of these tech-
nologies have an explicit persuasive intent [1], trying to promote a set of behaviors.
In some cases, these are in the best interest of the user or simply try to help users
to make ‘better’ decisions [2]. To improve their effectiveness, such systems can tap
into psychological theories about how people form preferences, make decisions, and
act accordingly.

Most studies in human-computer interaction, however, take a technology-centered
perspective, prioritizing the optimization of algorithms and interfaces. Predicting
what should be presented next is typically the main goal, for the which the under-
lying models are typically the result of a machine learning approach with opaque
factors and interrelations. In that sense, there is a still a world to learn from social
science domains, such as psychology, to improve technologies that are used in human-
computer interaction, both, for users and researchers, to understand them better.

This chapter focuses on using psychological principles and theories to design
recommender system technologies. We present how algorithmic approaches and
interfaces can take a psychology theory as a starting point. We do so by addressing
the problem of household energy conservation. This is a domain in which various
studies have demonstrated the benefits of tailoring and nudging strategies [3, 4],
but where technologies do not focus as on information retrieval and deep learning
as found in computer science domains. Instead, tailoring often involves tailored
feedback, while personalization is typically name-based [5, 6].

One of the main questions is whether nudges and persuasive strategies are still
effective in addition to a tailoring strategy (cf. [1]). Tailoring or personalization
of content is central to recommender systems [7], but is not the only strategy that
can be used to steer user choices or support behavioral change. Various field and
lab studies in the context of energy conservation have shown the effectiveness of
different behavioral change strategies [4, 8], such as feedback and commitment [3,
9], goal-setting [3, 4], social comparison [9–13], defaults [14, 15], and many more,
which also include digital contexts [12, 16]. The examples presented in this chapter,
however, examine these effects in the context of a tailored or personalized list of
options, which appear to mitigate the effectiveness of such nudges. Most studies
that present personalized approaches do not necessarily tailor the content, but, for
instance, present feedback that applies specifically to a user [17].
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It is important to point out our conceptual conventions here, which are at odds
with the views of some other authors (e.g., [18]). Regarding tailoring, we refer to
presenting content to a user that fits their preferences, based on a user model of
past choices or current needs. When referring to ‘nudges’, we only refer to specific
changes in a choice environment that lead to predictable behavior [19], without
changing which items are presented. The same applies to persuasive strategies that
affect how content is presented in an interface. This contrasts with some studies
which use ‘nudge’ as a term to refer to an intervention that seeks to affect behavior
by changing which items are presented. For example, a study that used tailoring ‘to
nudge’ people to save energy does not fall within our scope of nudges [20], even
though some studies deem tailoring to be a persuasive strategy or a (smart) nudge
[21].

This chapter first introduces our tailoring and personalization technology: the
recommender system. While there are a few examples of psychologically informed
recommenders across domains [22], with some of them closely mimicking psy-
chological theories [23], we focus on the energy conservation domain. We discuss
challenges for energy recommender systems, how this domain specifically calls for
goal-directed design of recommenders, and how they should be evaluated to assess
their effectiveness of psychologically informed interventions. In doing so, we out-
line different approaches in nudging and persuasion and how their effectiveness may
be affected in the context of a tailored recommender system. To illustrate the argu-
ments made, we present multiple examples that are adapted from studies on energy
recommender systems [24–28].

2 Energy Recommender Systems

One of themain technologies studied in the context of algorithmic personalization are
recommender systems. Recommender systems are defined as information filtering
systems that present themost relevant content to users, based on their past preferences
[7, 29]. Recommender systems comprise both algorithms, which are based on user
models and interfaces, for which the latter may or may not be personalized [30]. In
this case, personalization refers to system-initiated changes to an interface or system
that facilitates a user’s needs and interests [31, 32].

This chapter focuses on energy recommender systems [33]. This type of recom-
mender aims to support its users to engage in pro-environmental behavior, typically
targeting electricity use or environmental behaviors at home [34]. Initial recom-
mender research for households has focused on capturing the trade-offs involved in
energy-saving behavior [35], such between frequency of behavior and investment
costs. For example, turning off lights in rooms is a frequent behavior without mone-
tary costs, while the installation of solar PV is usually a one-time investment. More
contemporary research tends to focus on the use of machine learning methods to
detect which appliances are used in a household, which can be used to generate
energy-efficient recommendations [34].
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The challenges faced in the energydomain are distinct fromvarious other domains,
because behavioral change is also involved, going beyond one-time interactions and
engagement. For instance, some recommenders are used to drive sales in e-commerce
[36], which involves one-time transactions, while recommenders in other domains
present content that cannot necessarily be bought, such as tourism-related recom-
menders [37–39], as well as recipe recommenders [40–42]. For the latter, ‘taste’
still plays a big role for the initial selection, but other behavioral costs that are more
contextual play a big role [43], such as available time (for traveling and cooking)
and skills (how difficult a recipe is to prepare).

2.1 Goal-Directed Recommender Systems for Energy
Conservation

Designers of some recommender systems have a goal or intent [44]. Such systems
are not ‘neutral’ decision-support systems [45], but they convey amessage to the user
that is in line with a specific goal that the recommender’s designer has in mind. This
steps away from a recommender optimizing for any item to be chosen, but instead
optimizes for specific items or item features to be chosen.

This resonates with a number of variations on recommender systems such as
those developed for self-development. Recommenders can help users to develop and
understand their own taste and preferences [46, 47], so-called self-actualization.
Whereas many applications apply a strategy in which items are presented with the
highest predictive accuracy, users are supported in their discovery of a domain if
recommendation strategies also optimize for diversity [46].

In this chapter, we specifically examine the goal-based or goal-directed behavior
of energy conservation [48]. While some recommenders have used goals in the
terminology (e.g., [49, 50]), this is often in the context of a user eliciting a short-term
desire, to which an interface is adapted. Recommenders that help users to attain a new
lifestyle or to adopt new behaviors are sparse [51], as most studies remain focused
on the short term through session-based evaluations (e.g., in food [40]).

In the context of energy conservation, not all behaviors are equally likely to be
performed [52]. While it is rather straightforward to turn off a light [27], and most
people are willing to do so [53], it is perceived as more difficult to buy energy-
efficient appliances and to learn habitual behaviors [54]. From a recommender point
of view, easy energy-savingmeasures are considered popular as most people do them
[55], which would make them seemingly good candidate items. However, if a system
continues to ‘dwell on the past’, a user will never be presented new content [56],
which could additionally contribute to their goal of energy conservation.

Household energy-saving behavior faces a ‘difficulty’ ordering [48, 57, 58]. Some
behaviors come with fewer behavioral costs, which involves any type of costs related
to executing a behavior, including cognitive and financial costs [52]. Psychological
theories describing behavior and behavioral intent, such as the Theory of Planned
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Behavior and Campbell’s Paradigm [52, 59], postulate that individuals with stronger
energy-saving attitudes are more likely to engage in any behavior. Moreover, only
those with a sufficiently strong attitude are likely to engage in a rather difficult
behavior [52]. Hence, a person who is careless about energy conservation is far less
likely to spend time and costs to buy the most energy-efficient washing machine
possible.

Most recommender approaches are not compatible with such an ordering in the
database of items [51]. That is, user preferences are considered to move around
freely in a multidimensional preference space, instead of being subject to a person’s
motivational disposition and capabilities. This has implications for both the algorithm
and the interface of a recommender system. On the one hand, algorithms should be
sensitive to the self-actualization andgoal-setting thatmayunderpin user preferences.
This should also be considered in approaches that are not necessarily knowledge-
based, where explicit goals can be asked [43, 60]. On the other hand, interfaces
can support specific behavioral goals that a user may have, or a designer of the
recommender for that matter. By changing how items are presented or explained,
user preferences may be steered toward a goal more easily.

For such approaches to be successful, we echo the sentiment that recommenders
need to go beyond behaviorism [51]. To be able to apply the principles of envi-
ronmental psychology to an energy recommender system, a broader discussion of
psychologically informed methods is necessary [22]. In the next subsection, we
describe methods of persuasion and digital nudging and how they have been and
can be applied in recommender systems. Subsequently, we also outline the methods
for our examples: Because not only changes in behavior are relevant but also how
different approaches are perceived and how systems are experienced, we describe a
framework for mediated effects. This comprises a discussion of the user experience
framework of Knijnenburg et al. [61].

2.2 Digital Nudging and Persuasion

The goal of a recommender system is typically not to just filter information neutrally
[45]. Instead, developers of such systems may have various (secondary) goals. Most
notably, companies that embed a recommender as part of their services usually aim
to sell something and would like to improve customer retention [62]. In other cases,
recommender systems may seek to promote a specific type of behavior that is in line
with the values of the system’s designer. This way, a recommender system may go
beyond being a simple decision-support system and also become a persuasive tool
[45, 63].

By definition, recommender systems differentiate between the algorithm and the
interface [7, 29]. The effects are typically studied separately [30], as many stud-
ies specifically examine algorithmic improvements using prediction models (i.e.,
through ‘offline evaluation’ [29]), while other studies focus on comparing the user
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evaluation of different interfaces [64]. This means that the effectiveness of changes
in the interface is always examined in conjunction with a personalized algorithm.

In this chapter, we examine changes in the recommender interface through the
lenses of two fields: Persuasive technology and behavioral economics (i.e., nudging).
Persuasive technology is defined as technology that aims to change a user’s attitude
or a specific behavior or a set of behaviors [1]. Nudges are changes in a choice
architecture that lead to predictable behavior [19].

2.2.1 Persuasive Technology

Persuasion can be described as part of the communication-persuasion paradigm [65].
A persuasion attempt involves a source (i.e., a person or system sending a message),
the message itself (e.g., advice), the target (e.g., a system user), and the effect (e.g.,
attitudinal change). The recommender interface or system itself can be considered
the source, for which trust is important. The message is, however, arguably more
important because it entails the recommendations provided by the system.

Persuasive technologies use persuasion and social influence to affect human
behavior [1]. Most persuasion approaches aim to affect attitudes. In turn, this is
expected to affect behavior, following various attitude-behavior paradigms proposed
in psychology [52, 59, 66]. Strategies that are typically exploited tap into psycho-
logical theories [67], such as instruction styles (e.g., authority arguments), social
influence, and motivational frames (e.g., intrinsic, gain vs. loss framing) [1]. Besides
attitudes, another goal is to raise the self-efficacy levels of users, for example by help-
ing them to take the first step toward a new behavior or habit. In the energy domain,
persuasive technologies have helped users to manage their electrical appliances [68].

Algorithmic tailoring is just one of many persuasive strategies to affect user atti-
tudes and behavior. Even though recommender systems can do more than tailoring,
their influence is often collapsed into single concepts. For example, in the context
of persuasive communication, tailoring and the effects of recommender systems are
often referred to as ‘algorithmic persuasion’ [69]. Other taxonomies differentiate
between adaptation (i.e., using personal characteristics) and personalization (i.e.,
using a person’s name) regarding tailoring strategies [70]. What is also often over-
looked in many of these approaches is the extent to which an approach is tailored,
as expressed by the predictive accuracy in recommender system research. For exam-
ple, the effectiveness of an approach tailored toward a user’s gender and location
may be far less effective than one that also considers a user’s past behavior. In var-
ious studies, however, any form of user-based targeting ‘counts’ as adaptation or
personalization [70], without taking heed of accuracy or classification metrics as is
common in recommender system research. Moreover, the role of interface design is
often overlooked or considered as not being part of the recommender.
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2.2.2 Nudging

A nudge is defined as a change in a choice architecture that leads to predictable
changes in human behavior, without forbidding any options or changing their eco-
nomic incentives [19]. This definition stems from behavioral economics, where devi-
ations from economically Pareto-optimal behavior are considered ‘cognitive biases’
or irrational [71]. The ‘predictable’ in the definition taps into these cognitive biases.
For example, humans tend to place more weight on possible losses when making
decisions under risk or uncertainty [72], which is expected to affect each decision
over time. Overall, changing how choice options are presented (i.e., framing) or
organized (i.e., changing prominence, salience or number of options) tends to lead
to an average change in user choices.

Not forbidding options is an important aspect to consider for recommender sys-
tems. They typically determine what is feasibly shown to end users and therefore
may hide other content. For example, a healthy eating intervention in a supermarket
where products with a positive nutrition label are presented at eye level counts as
a nudge, whereas a supermarket that bans unhealthy products from the shelf would
not [19, 73]. In the context of recommender systems, a choice architecture thus
mostly refers to how choices are presented, such as through the number of options,
the ranking of the list, or informational framing. Incorporating such nudges in the
design of recommender systems has become more common in recent years [18, 22],
but there is little research specifically on ‘what happens’ to persuasive elements and
nudges if they are added to a tailored recommender system, compared to when they
are examined in isolation or in one-size-fits-all choice contexts.

2.2.3 Why Tailoring Is Not a Nudge

Discerning nudges and tailoring methods conceptually is one of the key challenges
in this chapter. We argue that tailoring is not compatible with the nudging definition
for recommender systems, because in most domains (with a large number of items)
content filtering leads systems to hide a lot of options that are not shown.

Before delving deeper into our argument, we first discuss the opposite viewpoint,
namely that changes in the recommended content (i.e., tailoring) would be a nudge
(cf., [20]). Jesse and Jannach [18] argue that recommendations can also be consid-
ered nudges, for they reduce the physical effort of searching for alternatives, make
a complex choice more structured, and apply filters on the content (i.e., ordering
and hiding). They conceptually differentiate between four types of nudges: decision
information (e.g., salience), decision structure (e.g., partitioning of choices), deci-
sion assistance (e.g., commitment), and social decision appeal (e.g., social influence).
While decision information and social decision appeals both relate to information
presented on screen, Jesse and Jannach [18] only consider information related to the
recommended items for ‘decision information’. Decision structure is conceptually
closest to the nudging definition, for it includes the composition of options, choice
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defaults, and the reduction of choice-related effort. The latter is, for instance, related
to a reduction in the number of options shown or simply tailoring, which lies at the
core of a recommender algorithm.

Contrary to Jesse and Jannach [18], we argue that tailoring is not a nudge when
considering the design of a recommender system. We argue to conceptually separate
the what, i.e., the items and content, from the how, i.e., the interface aspects. The
latter also includes, for example, what information from the content is shown, such as
framing effects. The selection of the best options for a user, constraint on the available
information and computational capacity, is an inherent part of a recommender system.
As some options need to be shown to a user while other options would be hidden,
the tailoring strategy employed by a recommender system promotes the presentation
of the most relevant items in a specific order. This is a step away from the definition
of nudging: not all options in the choice architecture are still freely accessible. For
example, on video-streaming platformYouTube, the search function could overcome
front-page recommendations, but some of the near billion videos are most likely
not found that way. In this case, the recommender system’s tailoring strategy is
profoundly different from any of the standard nudging strategies: If it does not show
certain videos, users are practically ‘forbidden’ from choosing these options. Or, to
phrase it in terms of behavioral economics, the incentives of non-shown items have
significantly changed.

Moreover, some past studies have examined tailoring in recommender systems
and other nudges simultaneously [18, 28]. Tailoring strategies still allow for further
persuasion and nudging, for tailoring merely determines what content best fits a user.
Designers of a recommender system could still decide to further re-rank a given list
of tailored items, to explain them in terms of specific attributes or social norms, or to
re-organize them visually. Such more ‘classical’ nudges or forms of persuasion are
compatible with a tailoring strategy.

Recommender systems, in the past and the future, present content that is tailored.
The application areas deviate from ‘defaults’ or ‘re-ranking’ because some items
are hidden or very difficult to find for users. We consider this to be a ground truth,
and a base on which the effectiveness of choice architecture design needs to be
further tested. Not only has there been a transformation of various ‘offline’ nudges
to the digital realm, they have usually been tested in one-size-fits-all contexts. The
application of these to a tailored environment is bound to lead to different outcomes:
For one, because the fit between the content and the user might deem the user to
not be ‘distracted’ by ‘presentation effects’. If the content already fits the user as it
is adequately tailored, nudges like defaults or ordering within the tailored content
might have smaller effects than if the content is not tailored toward the user.

The examples described later in this chapter (from Sect. 3 onwards) combine tai-
loring and additional nudging strategies in a single recommender system.Most of the
results point toward limited effects of the additional nudging ‘on top of’ the tailoring
algorithm. All of these recommender systems are evaluated through the evaluation
framework of Knijnenburg andWillemsen [74]. This approach discerns between dif-
ferent types of system aspects to form a path model that examines mediated effects of
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a recommender system. To support the understandability of this chapter, we include a
primer that outlines the details of this evaluation framework. If this is already familiar
to you, please skip to Sect. 3.

2.3 A Primer on Explaining the User Experience
of Recommender Systems

This chapter includes various examples of the evaluation of recommender sys-
tems. All evaluations are performed in accordance with the evaluation framework of
Knijnenburg et al. [61], a method to explain the user experience that is gaining in
popularity, but is not applied in all online evaluations of recommender systems.

For computer scientists, the main topic of investigation is to optimize the accuracy
of personalization algorithms. To this end, data sets in different domains are eval-
uated by performing a so-called ‘offline’ evaluation [7]. The accuracy of different
recommendation models are examined by performing a train-test split on the data
and assessing the predictive accuracy across all items in a data set [36]. For example,
if the actual rating predicting for a movie is 4 out of 5 stars, a prediction model may
output 3.9 out of 4, leading to an error of 0.1. Such differences are often taken at
face value, in the sense that the smaller the error rate, the better. Moreover, while
tailored approaches are rarely quantified in social science studies, the accuracy can
also represent how tailored an approach is.

This algorithmic accuracy is typically only the first step of recommender system
evaluation. As soon as the best performing algorithm(s) is/are selected, an online
evaluation will follow suit. There, it is examined to what extent users prefer to
interact with these different algorithms and how they are perceived. Since the offline
evaluation only considers the predictive accuracy, it could be that a user’s perception
is completely perpendicular. For example, a news recommender system that leverages
visual feature of photos in news article may enhance their predictive accuracy, even
though this does not corroborate with a user’s idea of accuracy or similarity [75].

To make sense of these different types of metrics, their interrelations can be
examined in a path model. To this end, several recommender system evaluation
frameworks have been proposed in the past decades [61, 76, 77]. In this chapter, we
focus on the evaluation framework proposed by Knijnenburg andWillemsen [74], as
described in the Recommender Systems handbook in 2015.We illustrate the different
concepts based on the interventions and measures from our own studies, which we
will discuss in more detail in Sect. 3.

The evaluation framework discerns between six different types of aspects [61, 74].
Five of these are used in this chapter, for which an overview is presented in Fig. 1.
At the center are the objective system aspects of a recommender interface, of which
the effects are measured across different groups of participants, such as in an A/B-
test or between-subject design. Objective aspects comprise different recommender
algorithms (e.g., different approaches or different candidates from a single algorithm
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Fig. 1 Theuser-centric evaluation framework for recommender systems, adapted fromKnijnenburg
and Willemsen [74]. The examples depicted are used later in this chapter

[78]), changes in the interface design (e.g., different slider defaults [79], or list
configurations [80]), and other adaptations that can be assessed ‘objectively’. This is
central to the evaluation, as research questions typically examine whether changes
in the objective aspects lead to changes in other aspects. Objective aspects can lead
to changes in three categories of other aspects. These are typically mediators or
dependents in such a path model analysis.

The objective system aspects under investigation are not only different algorithmic
approaches. In fact, we seek to test a single algorithm for which we take different
recommendation strategies. For example, we compare attitude-tailored advice to an
approach where the most popular energy-saving measures are presented. Moreover,
we examine the addition of different list configurations (e.g., partitioning) and the
relative effectiveness of different nudges in an interface.

Subjective System Aspects are central to most online evaluation approaches. They
typically act as a mediator between the objective and interaction aspects [74]. These
stem from evaluation questionnaire that aim to isolate how a user perceived a specific
aspect of the entire system. In this chapter, we focus on how effortful an interface is
perceived to use [25], the understandability of the interface [28], and other perception
aspects that either concern the algorithm, the nudges in the interface, or the interface
as a whole.

Beyond subjective aspects are interaction aspects and experience aspects. Interac-
tion aspects include a user’s behavioral traces of using a system, as well as behavioral
outcomes, such as the characteristics of the items chosen (e.g., kWh savings) or self-
reported behavior. These can act as a mediator in the path model, where changes in
an objective aspect affect what does behaviorally, which may in turn affect experi-
ence aspects. The user experience is the overall evaluation of the user, in relation to
the system, process, or the outcome. An important outcome variable in this chapter
is choice satisfaction (i.e., level of satisfaction with the items that are chosen), for
it may predict user retention for a given system, as well as positively affect actual
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energy-saving behavior [25]. Finally,personal characteristicsmaymoderate the rela-
tions between the other aspects, or act as a control or covariate. For example, adding
the user’s attitudinal strength to a model may help to explain part of the variance in
the amount of kWh savings chosen.

Using these aspects, the evaluation should consider whether an approach or inter-
face helps a user to attain an energy-saving goal. Changes to the algorithmor interface
should not only lead to different choices, but also lead to more positive percep-
tions, an acceptable level of system satisfaction or choice satisfaction, which can
have a positive effect on behavioral intention or retention indicators. Since many
evaluation methods are still session-based, which in principle only allows for cross-
sectional conclusions to be drawn [81], the evaluation should be extensive to under-
stand whether a user is likely to engage in more goal-based behavior, such as energy
conservation, in the future.

The examples presented later in this chapter focus mainly on short-term changes,
but also examine self-reported behavior four weeks later. For the path analyses, the
effects are tested in Structural EquationModels, which can be considered as a combi-
nation of confirmatory factor analyses for latent aspects and simultaneous regression
analyses. Themain strength of this method is to examinemediated effects. For exam-
ple, a certain algorithm may trigger changes in a user’s quality perception, which
only in turn leads to changes in that user’s experienced level of choice satisfaction.
For further details, please refer to the chapter by Knijnenburg and Willemsen [74].

Asmentionedbefore, an important assumption formany recommender approaches
is that past preferences are representative for future choices [7]. This way, human
preferences would be represented by historical data. This stability of preferences
would not only mean that ‘similar’ recommendations can be successful over time,
but also that they would not be subject to the decision environment.

This is, however, not consistent with how human preferences are formed. Prefer-
ences are typically constructed when making a decision [82], being strongly depen-
dent on a user’s underlying attitude as well as the decision-making interface at hand
[73]. An important aspect is the choice architecture of the interface [83], which refers
to how options are presented and how this leads to predictable changes in behavior: a
nudge [19]. A large body of literature frompsychology and behavioral economics has
demonstrated that humans are subject to systematic biases [67, 71, 72], which can
affect their decision-making and possibly, in turn, their short- and long-term prefer-
ences. Incorporating these principles into a recommender system design should thus
lead to more representative output and user decisions.

3 Psychologically Informed Energy Recommender Systems

This chapter examines the household energy conservation domain for its recom-
mender technology. This involves individual actions to mitigate one’s environmental
impact [4]. Most measures that can be taken aim to reduce one’s energy consumption
at home, reducing electricity and gas consumption [57, 58].
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It is clear that recommender systems aim to predict what a user will like and,
consequently, will choose, buy, and/or use. It is, however, rather domain-dependent
what can be concluded from different user interactions and dependent variables. For
example, it is reasonable to expect that a user choosing a movie will watch it in the
short term, but much less is known about whether and when people selecting recipes
in a food recommender system will actually cook them [40].

The domain of energy conservation involves the aspect of behavioral change [84].
This can be costly, in the sense that an individual needs to change their habits and
to investment in energy-efficient appliances. This also involves a lot of time and
cognitive effort, which cannot materialize from a motivational vacuum [8].

For a psychologically informed recommender system to be feasible, a clear dimen-
sionality of the domain is required. The next subsection discusses what attributes and
features play a role in the energy-saving domain, after which we provide examples of
psychology-based user modeling and interface nudging in an energy recommender
system. We discuss studies from Starke et al. [27, 28], where examine whether psy-
chologically informed approaches are effective, regarding chosen energy savings and
the user evaluation.

3.1 Conceptualizing and Predicting Energy-Saving Behavior

The dimensionality of energy conservation determines how energy-saving behavior
shouldbemeasured.The scientific literature, however, does not provide anunambigu-
ous answer [58]. Whereas questions of dimensionality in recommender systems tend
to involve data-driven solutions [7], typically through a reduction of dimensions (e.g.,
with Singular Value Decomposition), such questions are approached more theoreti-
cally in psychology. Some studies examine whether specific energy-saving attributes
represent a defining characteristic, with which behaviors can be categorized [57, 85].
One popular distinction is two-dimensional [86], based on whether energy-saving
measures involve investment costs. This differentiates between curtailment behav-
iors (i.e., reductions of existing behaviors or habits, such as turning off lights after
leaving a room) and efficiency (i.e., one-time investments to make appliances more
energy-efficient, such as buying a freezer with an A+ EU energy label) [55].

Various studies have proposed different representations for energy conservation
[52, 57, 58]. These vary from a single dimension [48], all the way up to and beyond
four dimensions [57]. For example, Dietz et al. [85] differentiate between behaviors
that are for daily use, maintenance, adjustment, or weatherization. Defining attributes
include the frequency of the behavior (e.g., daily or once every three years), financial
costs (i.e., investment costs and maintenance), and the length or effort of performing
the behavior. For example, the dimensionality of Boudet et al. [57] includes ‘weekend
project’ to refer to energy-efficient investments that also require a lot of time.

Such multidimensional representations can be used by recommender systems
if they are also included or operationalized as features in a data set. Some of the
energy-saving features, however, involve trade-offs [87] that need to be considered
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in decision-making models, such as in a critiquing-based recommender [88]. For
example, if a user prefers to performbehaviors that score lowonbehavioral frequency,
a likely consequence is it will score higher on investment costs [33, 35].Another issue
is that someof these representations are not formally linked to user characteristics. For
example, the four-dimensional approach of Boudet et al. [57] and its nine attributes
are not formally linked to user characteristics [54].

More generally, an important behavioral determinant is one’s environmental or
energy-saving attitude [87, 89]. An attitude is a psychological construct that encap-
sulates an individual’s general feeling or opinion about something or someone. It
represents a mental and emotional state that is an acquired by an individual, which
characterizes that individual’s feelings toward an attitudinal object [90]. An attitude
is not tangible, but can typically be measured when asking for evaluative statements
[87]. For example, environmental attitudes can be assessed by inquiring whether
an individual is concerned about the environment and whether humans or nature
should be prioritized [91]. In most domains, attitudes are typically not as flexible as
emotions, for they are formed through longer term exposure and experience.

Attitudes are used in theoretical frameworks to predict behavioral intention and
behavior. A popular approach is the Theory of Planned Behavior [59], which predicts
whether an energy-saving behavior will be performed, as determined by a person’s
attitude, the presence of subjective norms, and perceived behavioral control. This
aims to explain, in part, why an attitude-behavior gap may exist, which refers to the
situation where a person has a positive esteem of a behavior, but cannot or does not
wish to act due to other reasons [52, 92]. Attitude-behavior gaps can occur if the
contextual behavioral costs are too high. Consider, for example, a European citizen
with a strong pro-environmental attitude who uses the plane to visit relatives in North
America, due to a lack of alternatives. Another example are climate activists, who
are accused of hypocrisy if they appeal for pro-environmental behavior while not
fully acting environmentally friendly according to outsiders [93, 94].

Such an attitude-behavior gap is undesirable from the point of view of a recom-
mender [56]. For example, in collaborative filtering, historical user data is assumed to
reflect user preferences now and over time [7], without making substantial inferences
about specific characteristics. Although such ‘preference inertia’ is rather naive, for
user preferences tend to be strongly decision context-dependent [82, 95], it is more
effective to use an algorithmic approach with which users can be matched to items
more directly, thus to design an algorithm in which there is a formal relation between
a user attitude and item characteristics [56].

The studies we report in this chapter rely on a one-dimensional representation
of energy-saving behavior [48, 58]. It follows the rationale of Campbell’s Paradigm
[52], an attitude theory that is named after psychologist Donald Campbell [66]. It
postulates that one’s disposition or attitude toward energy conservation becomes
apparent through the increasingly difficult behavioral steps an individual is willing
to take to save energy [27, 52]. Indeed, “actions speak louder than words”, which
is formalized by differences in execution difficulty between behaviors: while saying
that protecting the environment is relatively easy, it requires cognitive costs, money,
and time to actually take an energy-saving measure [58, 96], such as installing solar
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PV on one’s rooftop [27]. In Campbell’s Paradigm, attitudes are formally behavior-
based: they become stronger if a user engages inmore ormore difficult behaviors [24,
27, 52]. This approach addresses the gap between evaluative attitudes and behaviors
[96].

To operationalize Campbell’s Paradigm, a formal relation between users and
behaviors is required. This way, a user model can be created that predicts which
behaviors are appropriate for users to recommend, which can be implemented in
an energy recommender system. The next subsection shows how this form of psy-
chologically informed user modeling has been implemented in studies on energy
recommender systems [27].

3.2 Examples of Attitude-Based User Modeling and Tailoring

The first example concerns the development of so-called Rasch-based energy recom-
mender systems [27]. Hence, the psychometric Rasch model was used to formalize
the relation between a user’s attitude and a measure’s behavioral costs are formalized
[52]. This is an item response theory model that predicts whether a user would per-
form a particular behavior [97]. It accomplishes this by representing an underlying
characteristic (i.e., a latent factor) as a function of the challenges faced by a group
of characteristic-related items [98].

3.2.1 The Rasch Scale

The Rasch model is formalized as follows. It is a logistic function that predicts
whether an individual n performs a measure i , through the arithmetic difference
between a user’s attitude θ and a measure’s behavioral costs δ. Equation1 shows that
an increase in one’s attitude increases the probability that one performs an energy-
saving measure [52, 97, 98]:

P(Xni = 1) = eθn−δi

1 + eθn−δi
(1)

It is assumed that each measure’s probability distribution, which is defined as an
item-characteristic curve [98], is shaped as a sigmoid function. This is depicted in
Fig. 2. The three measures depicted vary in terms of how difficult they are to perform.
Their behavioral cost levels can be inferred from the x-axis at the 50% probability
points, as the engagement probability is 50% if user attitude and behavioral costs are
equal. For example, Fig. 2 shows that an individual with an attitude of 0.9 logits has
a 50% probability of using a water-saving shower head.

In the context of energy conservation, Rasch maps energy-saving actions and
individuals onto a single measurement scale [24, 27, 48, 52]. The extent of effort
(i.e., the behavioral difficulty or behavioral costs) required to perform a behavior is
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Fig. 2 Item Characteristics Curve of three energy-saving measures. The behavioral cost levels (δ)
are defined as the point where an individual with attitude θ has a 50% probability of performing it.
Image adapted from [27]

directly related to the number of people in a sample who have reported to perform
it. Actions that are commonly taken result in lower effort costs compared to those
undertaken by fewer individuals [54, 96]. Similarly, a person’s energy-saving attitude
increases in line with the number of actions they have undertaken from the scale [48].

This rationale is depicted in Fig. 3, showing five example measures. Some energy-
saving measures, such as turning off lights after leaving a room, are performed
frequently and are therefore deemed to have low behavioral costs. Consequently, a
person with only a weak energy-saving attitude, who performs fewmeasures overall,
would be likely to perform that measure. Further up the scale, measures such as
‘install solar PV’ and ‘erect a small windmill’ are depicted as having high behavioral
costs, because fewer people perform them. As a result, those measures are only
feasible for users with strong energy-saving attitudes.

A Rasch scale can be formed by collecting engagement data from a group of
people for a set of measures. For the dichotomous Rasch model in Eq.1, user-item
engagement data can either be ‘yes’ or ‘no’, regarding whether a measure is typi-
cally performed or is installed at home, but partial credit modeling with additional
response options is possible [98]. The fit of the persons and, most importantly, the
measures on the one-dimensional scale are through mean-square fit statistics [58,
98]. This compares the observed response values with those that are predicted by the
Rasch model, computing the mean of sums of squared standardized residuals. This
is the difference between observed and predicted response score standardized by its
variance. In doing so, so-called infit statistics are used to assess item fit, where infit
is the mean sum of squares weighted by variance of the residuals, and 1 indicates
perfectly fitting data [58].
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Fig. 3 Schematic overview of the Rasch scale used in studies of Starke et al. [27]. It comprises
a one-dimensional construct on which both persons and energy-saving measures can be scaled,
in terms of their energy-saving attitude and behavioral costs, respectively. Persons whose attitude
equals a measure’s behavioral costs have a 50% probability of performing that behavior. Depicted
are relatively low-cost behaviors, such as turning off lights after leaving a room, and high-cost
behaviors, such as installing Solar PV on one’s rooftop or erecting a small windmill

An initial Rasch scale was formed in a preliminary study [24, 27]. Through a
sample with 263 Dutch-speaking participants (57% male), recruited through conve-
nience sampling, a set of 88 items was rated on their engagement levels. Participants
were asked to indicate their engagement levels for a subset of measures, answering
the questionwhether they already performed ameasurewith either ‘yes’, ‘no’, or ‘not
applicable’, whether the latter was reserved for measures incompatible with one’s
housing situation.

The column labeled δStudy1 in Table1 reports the order of difficulty of the mea-
sures. These could all be considered behavioral steps toward the goal of saving energy
[48]. Our analysis in Winsteps software [99] showed that a one-dimensional con-
struct could be inferred reliably [27]. The first dimension explained 36.9% of the
variance, while what remained was residual quantification variance that was caused
by the Rasch model’s estimated probabilities for discrete, dichotomous events (0 or
1) [27]. A principal component analysis (similar to SVD) on the residual variance
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would only lead to a trivial increase of 1.8% in the explained variance, providing
further evidence for a unidimensional model.

Referring to the earlier mentioned dichotomy [55, 86], it was found that curtail-
ment and efficiency measures were distributed across the scale. However, similar
to previous findings [58, 100], curtailment measures were easier to perform and
more likely to be performed, compared to efficiency measures. Curtailment mea-
sures (n = 46) had on average a lower behavioral cost level (−0.67 logistic units)
than efficiency measures (n = 33; 1.08). Nonetheless, Table1 shows that some cur-
tailment measures had high behavioral costs (e.g., keeping the rear of a refrigerator
dust-free, δ = 2.43), while some efficiency measures were found to have low behav-
ioral costs (e.g., using a laptop instead of a PC, δ = −3.45) [27].

3.2.2 Evaluation Study

Subsequently, Starke et al. [27] examined user preferences in a tailored advice sce-
nario. Although the Rasch scale was expected to be informative about what measures
would be appropriate for which user, it was not clear yet whether this difficulty order
resonated with users of a recommender system.

We investigated how users perceived advice from a psychologically informed
energy recommender system. Each user would be presented with two lists of nine
energy-saving measures, which were tailored around their attitude: 3 measures that
were−1 logit below their attitude, 3 measures equal to their attitude, and 3 measures
+1 logit above it. For each list, users had to removemeasures they already performed,
after which they were asked to rank-order them in terms of their own preferences.

A group of 196 participants from the JFS participant database and EindhovenUni-
versity of Technology completed this task. To determine each participant’s energy-
saving attitude, they were first presented 13 semi-randomly sampled energy-saving
measures. The strategy divided the scale in Table1 into 13 subsets based on the δ

level, randomly selecting one measure from each subset, ensuring that users would
be presented both easy and difficult measures. For each measure, they were asked to
indicate whether they performed it, either responding ‘yes’, ‘no’, or ‘not applicable’.
The resulting attitude was determined through the total number of ‘yes’ responses of
each participant (with a small correction for ‘not applicable’ responses), taking the
average behavioral cost level of the corresponding set in Table1.

A total of 279 ordered lists were analyzed through rank-orderedmultilevel logistic
regression analyses [27]. Ameasure’s final rank was predicted through the difference
between a user’s attitude and a measure’s behavioral costs, i.e., the attitude-cost
difference. In addition, a number of control variables were used: a measure’s starting
position in the list,whether ameasure is of the curtailment type, ameasure’s estimated
kWh savings, and a measure’s investment costs.

The evaluation study showed a couple of things [27]. First, when analyzing the
ranking of measures that a user did not perform yet, we found that measures that
fell below a user’s attitude were more likely to be ranked higher. This indicated that
among tailored advice, users were more likely to prefer relatively easy measures.
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Table 1 List of energy-saving measures fitted onto the one-dimensional Rasch scale. Measures
were used in research conducted in the Netherlands in 2014, which involves gas for heat. Reported
are each measure’s behavioral cost levels (δ), based on the pre-study (‘Study 1’ [24, 27]) and the
evaluation study (‘Study 2’ [27])

# Name of energy-saving measure δStudy1 δStudy2 Set

1 Save up laundry −5.73 −3.23 1

2 Take a shower instead of a bath −4.82 −4.41 1

3 Wash laundry at low temperatures −3.95 −1.64 1

4 Air-dry laundry −3.69 −2.93 1

5 Use a laptop instead of a desktop PC −3.45 −3.62 1

6 Turn off the lights after leaving a room −2.97 −2.78 1

7 Use public transportation instead of a car −2.90 −2.52 1

8 Use a woolen blanket instead of an electric
blanket

−2.51 −3.03 2

9 Use properly sized cooking equipment −2.51 −2.69 2

10 Lower the thermostat while away from home −2.49 −1.92 2

11 Do not put warm things in the fridge −2.45 −2.40 2

12 Turn off the PC screen after use −2.20 −0.71 2

13 Close the curtains/shutters in the evening −2.09 −1.57 2

14 Shift gears at low speeds −1.89 −2.07 3

15 Cook with a lid on the pan −1.81 −1.81 3

16 Use energy-saving bulbs (CFL’s) −1.75 −1.31 3

17 Double-glaze windows −1.72 −1.24 3

18 Air rooms for 20min daily −1.51 −1.21 3

19 Cook on gas stove instead of electric −1.36 −2.23 3

20 Lower the thermostat one degree −1.25 −0.47 4

21 Set thermostat to 14 ◦C before going to bed −1.20 −0.90 4

22 Do not defrost food using a microwave −1.18 −0.52 4

23 Turn off the TV instead of stand-by −1.06 −0.74 4

24 Maintain correct tire pressure −0.94 −0.27 4

25 Stir-fry food −0.91 −0.62 4

26 Turn off the PC at the main switch −0.81 −0.21 5

27 Turn off the coffee machine completely −0.57 −1.30 5

28 Turn off the dishwasher after use −0.57 −0.37 5

29 Insulate the cavity wall −0.51 0.50 5

30 Turn off the washing machine completely −0.49 −0.22 5

31 De-ice the fridge −0.46 0.59 5

32 Unplug chargers −0.32 −0.44 6

33 Take short showers −0.29 0.52 6

34 Hand-wash dishes (no dish washer) −0.22 −0.72 6

35 Configure PC power management 0.00 0.29 6

36 Shorten PC/laptop stand-by time 0.01 −0.43 6

(continued)
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Table 1 (continued)

# Name of energy-saving measure δStudy1 δStudy2 Set

37 Air clothes instead of washing them 0.07 −0.39 6

38 Clean the cooker hood suction filters 0.14 0.29 7

39 Place fridge in a suitable position 0.18 −0.14 7

40 Use LED lighting 0.37 0.38 7

41 Decalcify your coffee machine and/or kettle 0.40 0.35 7

42 Sweep instead of using a vacuum cleaner 0.43 0.40 7

43 Use a smart thermostat 0.47 −0.11 7

44 Put a weather strip on the door 0.47 0.19 8

45 Use a HE boiler or CHP 0.47 0.98 8

46 Use household devices without displays 0.48 2.67 8

47 Use an ‘A+’ energy-class fridge 0.51 −0.09 8

48 Install motion sensors 0.51 −0.02 8

49 Insulate floors 0.56 0.29 8

50 Use a mini PC instead of desktop computer 0.59 3.89 9

51 Make coffee without using a heating plate 0.74 −0.84 9

52 Decalcify the washing machine 0.75 0.59 9

53 Use green power 0.85 0.22 9

54 Turn off the fridge while on holiday 0.87 1.84 9

55 Turn off the PC when away from keyboard 0.88 −0.74 9

56 Use a water-saving showerhead 0.90 0.34 10

57 Put your shirts briefly in the laundry dryer
instead of ironing them

0.96 1.15 10

58 Cover the windscreen of your car 0.96 0.81 10

59 Replace dimmer switches 0.99 1.04 10

60 Use an ‘A-label’ energy-saving laundry dryer
with a heat pump

1.17 1.36 10

61 Use day and night tariffs 1.21 0.75 10

62 Set boiler temperature to 65 ◦C 1.24 1.04 11

63 Set the mixing valve at a lower temperature 1.31 1.17 11

64 Put weather strips on the windows 1.46 0.59 11

65 Insulate hot water pipes 1.53 0.79 11

66 Clean the water heater 1.63 1.26 11

67 Install a door closer 2.34 1.39 11

68 Turn off the oven before the end of cooking
time

2.40 2.27 12

69 Keep the rear of the fridge dust-free 2.43 1.25 12

70 Apply heat reflection foil to radiators 2.77 3.46 12

(continued)
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Table 1 (continued)

# Name of energy-saving measure δStudy1 δStudy2 Set

71 Replace a radio alarm with a ‘classic’,
unplugged alarm clock

2.88 3.51 12

72 Use a cabled telephone instead of a handheld
phone

2.91 2.49 12

73 Install solar PV 3.17 1.60 12

74 Install a solar boiler 3.26 2.53 13

75 Slow down the PC processor 3.70 3.47 13

76 Use a pull bell instead of an electrical bell 3.82 3.20 13

77 Wash using a ‘hot-fill’ washing machine 4.04 2.36 13

78 Use software for dynamic energy use in a
laptop or PC

5.18 0.52 13

79 Erect a small wind mill to produce electric
energy

5.49 4.42 13

This effect is also depicted in Fig. 4, where negative differences indicated relatively
difficult measures. These were, thus, ranked much lower. Second, we observed a
negative effect of kWh savings on the predicted ranking, indicating that users were
actually less likely to adopt measures that saved a lot of energy. This suggested that
kWh savings were not a factor in user decision-making, but that expected effort or
difficulty seemed to be a much more important predictor. Third, we observed small
ranking bias, as measures that were ranked higher at the start were also more likely
to be ranked higher in the end. In contrast, whether a measure was of the curtailment
type did not affect the final ranking.

Finally, the data collected in the evaluation study are reported in Table1. It also
includes an updated scale using the data obtained in Study 2, which led to changes in
the δ values, but only a few values were changed significantly. For those measures,
such as “Use a mini PC instead of desktop computer”, it was advisable to exclude it
from the scale in further studies.

3.2.3 Implications

It has emerged that users prefer relatively easy-to-perform measures, within the
attitude-tailored advice context. Based on the Rasch scale used, there is a trade-
off between feasibility and novelty when generating advice. On the one hand, the
behavioral costs of measures should not exceed a user’s attitude too much, because
thismight prevent a user being able orwilling to perform ameasure at all. On the other
hand, measures should be novel, in the sense that the user does not already perform
them, which would make the advice redundant. In Starke et al. [27], further analysis
reveals that tailored advice is likely to be more effective than simply presenting
‘popular’ or ‘middle-of-the-scale’ items, but this needs to be validated further in
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Fig. 4 Linear regression fit for the ‘attitude-cost difference’ on the rank-ordered positions of dif-
ferent measures. A negative difference indicated that a measure’s behavioral costs were higher than
a user’s attitude. Users were asked to remove measures they already performed from lists, which
led to varying sample sizes. Lists considered for analysis were at least 2 and at most 9 measures
long

A/B testing. This is reported in the next section, reporting on the findings of a 2017
study by Starke et al. [25].

A possible confounding factor had a surprising effect. The amount of kWh savings
of an energy-saving measure had a negative effect on the rank-ordered position of
a measure [27]. While kWh savings were not depicted in the study’s interface, one
would expect that when inspecting behaviors or measures related to the goal of
saving energy, users would look for higher gains. However, it seems that feasibility
and the expected effort or difficulty is a more important predictor of user preferences,
which is also observed in another study by Starke et al. [101]. Moreover, a possible
correlation between efficiency measures leading to higher savings might also explain
this negative impact [86].

Nonetheless, energy recommender systems are not only decision-support tools.
There is also a clear persuasive intent [45], for there is an attainable goal of saving
energy. Since the algorithm itself does not seem to persuade users to select measures
with higher energy savings, Starke et al. [102] propose to make changes to the
decision environment. They tap into literature on explainability [103], creating a fit
score for a recommender interface, and examine literature from social psychology
[104, 105], introducing a social norm nudge to support the adoption of energy-saving
measures with higher savings. This presents another example of where psychology
informs interface nudges that can affect potential behavioral change.
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3.3 Combining Psychology-Informed Tailored User
Modeling and Other Nudging Strategies

The tailoring algorithm is limited in what it can achieve in terms of persuasion.
Whereas it may lead to more central processing of information [70], more elaborate
strategies to affect user attitudes and choices may be required. As pointed out earlier,
psychological theory can also be used to manipulate various aspects of the decision-
making environment to lead to predictable behavior of the user [19]. This adheres to
the definition of a nudge [83].

The predictability aspect of this definition encapsulates the insights from psychol-
ogy. It uses mechanisms that have been found to determine attitudes and behavior. In
this chapter, we use a number of mechanisms that play a strong role in affecting user
preferences. This includes the use of defaults, partitioning, persuasive scores [25],
and social norms [28, 102].

3.3.1 Defaults

A first example of psychologically informed interface nudging is the use of defaults.
They represent the first choice or option configuration that a user encounters and can
be a powerful tool. For instance, they have shown to increase the proportion of organ
donors if an ‘opt-out’ system is used for registration, instead of an ‘opt-in’ system
[106]. A smaller, but more common example is software installation, which allowed
users to make custom changes, but the ‘standard setting’ without customization was
typically set as the default, simply because this was the most appropriate for most
users.

When used in the context of nudging, defaults are used to improve user decision-
making [19, 73]. There are, however, more manipulative examples, such as airline
Ryanair that presents additional options (e.g., fast lane boarding, insurances, mail-
ings) as opt-out rather than opt-in, often leading to higher costs for the consumer.
Using defaults for profit rather than better decision-making is nowadays referred
to as a ‘dark pattern’ [107], a term used to describe phenomena from behavioral
economics where a choice architect taps into predictive behavior for the benefit of
the choice architect rather than the decision maker. While this term has also been
used in relation to unfair algorithms [108], its use where psychology is applied as a
manipulative tool is more common.

In their first study, Starke et al. [25] consider their Rasch scale algorithm as a
method to generate ‘smart defaults’. Much like a recommender algorithm, smart
defaults are based on a user model [21, 109], changing what options are presented
first. Starke et al. [25] developed the ‘Saving Aid’ energy recommender system, on
which users could received attitude-tailored energy-saving advice. The Dutch inter-
face is depicted in Fig. 5, which presents fivemeasures at a time. The attitude-tailored
conditionwould designatewhich threemeasures best fit the user (i.e., ‘Aanbevolen’ is
‘Recommended’). Users could navigate the possible measures by clicking any of the
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Fig. 5 Overview of the Saving Aid interface, as it was used for the energy recommender system
study on defaults by Starke et al. [25]. The interface allowed users to explore the energy-saving
measures on the Rasch scale by scrolling through them horizontally. The tailoring involved showing
different options as smart defaults, based on the user’s attitude

squares at the bottom, which were labeled from ‘easy/popular’ to ‘challenging/less
popular’. They could choose any number of energy-saving measures they pleased,
which would be put in a digital shopping cart and sent to the user via email after the
study was over, disclosing additional explanations.

Note that we refer to smart defaults for this research design. This is because the
tailoring strategy and interface combined do not necessarily forbid any options, as
with some effort all options can still be accessed. Nonetheless, the tailoring algorithm
of Rasch does significantly change how much effort is required to find other items if
a user is misplaced because of a specific default.

The Saving Aid interface used a 2x2 between-subject design [25]. On the one
hand, users were either presented measures from the start (i.e., left-hand side) of the
Rasch scale or attitude-tailored advice. On the other hand, measures were ordered
in ascending or descending order of behavioral costs. Effectively, this meant that
users were either presented attitude-tailored advice, based on an initial preference
elicitation phase, or the most popular/easiest (i.e., ascending difficulty) or the most
novel/difficult (i.e., descending difficulty).

The key of this study lies in its evaluation, which followed the user experience
framework of Knijnenburg and Willemsen [74]. If a smart default would be further
away from a user’s attitude, based on the tailoring algorithm, it was expected that
the interaction would be perceived as more effortful, simply because a user would
need to click more to reach measures that fit that user’s attitude [25]. This was also
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Fig. 6 Structural Equation Model (SEM) for the smart default study [25]. Relations between
aspects resemble correlations. Coefficients and standard errors are omitted for simplicity. Details
are deported in Starke et al. [25]. Colors follow the guidelines of Knijnenburg et al. [61]: Objective
aspects are purple, observed variables are in blue, personal characteristics are in red, perception
aspects in green, and experience aspects in orange. Difficulty is considered synonymous for behav-
ioral costs

found in our analysis with N = 209 users, as tailored recommendations led a reduced
effort perceptions, which in turn led to higher levels of perceived support and choice
satisfaction. This is also depicted in a simplified Structural Equation Model, which
is reported in Fig. 6, while full mathematical details can be found in Starke et al.
[25]. These findings showed that a psychologically informed algorithm can lead to
an improved user experience, as well as affect user choices.

In a similar vein, the ‘most popular’ and ‘most novel’ baselineswere expected to be
appropriate for users with a weak or strong attitude, respectively. These expectations
did not fully materialize, but multiple attitude-related findings were presented [25]:
(1) Users with stronger attitude chose more difficult measures (cf. Fig. 6), (2) users
with stronger attitudes were less positive about tailored advice (possibly because
these were so challenging), and (3) there was an interaction between the difficulty
ordering and whether advice was tailored, showing non-tailored descending and
tailored ascending led users to choosemore difficultmeasures. This showed a relation
between two psychologically informed recommender components, namely a user’s
behavior-based energy-saving attitude and the choice architecture design based on
defaults and difficulty ordering.

In relation to this chapter, we examine the two main interventions as two different
nudges that lead to a smart default. The tailoring strategy led to positive changes in
user perceptions, also when a user’s ability or attitudinal strength is considered. In
contrast, the ordering had little effect on the user evaluation and only affected behav-
ioral outcomes when combined with tailoring. This shows that additional nudging
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(i.e., re-ranking a list) is not very effective when the content is already tailored, a
conclusion also found in our second example.

3.3.2 Fit Scores and Partition Nudges

Whereas Study 1 of Starke et al. [25] focuses on defaults, Study 2 uses two different
mechanisms. An updated platform of the Saving Aid tool was developed, where
instead of a ‘horizontal’ recommendation list, a ‘vertical’ interface was developed.
This interface allowed users to explore a filtered selection of items, and thus applied
a tailoring strategy. The interface was subject to a 2 × 3 between-subject research
design: the measures in the recommended tab were either optimized for an attitude-
cost difference of +1, 0, or −1 logit, while there was either a explanatory fit score
present or not. The fit scores were based on the Rasch model. Depending on whether
the condition was +1, 0, or −1 logit, items with a predicted adoption probability of
75%, 50%, or 25%, respectively, would yield a fit score of 100%. The probability
distribution followed the item-characteristic curve as also depicted in Fig. 2.

The Dutch interface, with fit scores, is depicted in Fig. 7. It divided the best
fitting energy-saving measures across three different sub-lists, based on their behav-
ioral costs and the fit with the user: ‘Basic’, ‘Recommended’, and ‘Challenging’.
These were considered partition nudges [110]: a framing of a relevant item attribute

Fig. 7 Overview of the Study 2 in Starke et al. [25]. Depicted is the top of the Dutch Saving Aid
energy recommender interface. Measures were divided across three ‘tabs’ that could be considered
difficulty signposts: ‘Basic’ (NL: Basis), ‘Recommended’ (NL: Aanbevolen), and ‘Challenging’
(NL: Uitdagend). Within signposts, measures were ranked on their fit with the user’s attitude, which
is explained through the ‘Match’ fit score. For each measure, the estimated annual savings (in kWh
and Euro) and investment costs are depicted
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that might affect user decision-making, enabling users to look for items based on
a prescribed item attribute. In related energy recommender research on signposting
[111], attributes were changed from kWh to euro, examining whether this would
affect which values a user taps into when making a decision. In Starke et al. [25], we
tried to encourage the adoption of more difficult measures by making this salient,
and framing it as a challenge. This tapped into the manipulation of fit scores and
difficulty levels.

A sample of 288 users participated in a study with this interface, among which
only 46 completed a follow-up questionnaire on their energy use four weeks later
[25]. The attitudinal level of each user was assessed in the preference elicitation
phase, after which they were presented attitude-tailored advice and could choose any
number of measures they liked. Afterwards, they were inquired on their perceived
feasibility of the advice, the perceived support from the interface, and their level
of choice satisfaction. It was expected that fit scores would boost feasibility, while
the recommended difficulty would have an impact based on whether a fit score was
present or not.

A structural equation model (SEM) analysis was performed [25], based on the
evaluation framework by Knijnenburg and Willemsen [74]. Multiple interaction
effects between the fit score and either the recommended difficulty or user attitude
were found (cf. Fig. 8). First, users with a strong attitude benefited less from the fit

Fig. 8 Structural Equation Model (SEM) for the Fit Score study [25]. Relations between aspects
resemble correlations. Coefficients and standard errors are omitted for simplicity. Details are
deported in Starke et al. [25]. Colors follow the guidelines of Knijnenburg et al. [61]: Objec-
tive aspects are purple, observed variables are in blue, personal characteristics are in red, perception
aspects in green, and experience aspects in orange. Difficulty is synonymous for behavioral costs
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Fig. 9 Standardized scores for choice satisfaction in the fit score study [25], as a function of the
research design: the attitude-cost difference of the recommended tab (easy= +1, match= +0, and
difficult = −1 logit), and the presence of a fit score. Image adapted from Starke et al. [25]

score, as it decreased their perceived feasibility of the recommended measures. Sec-
ond, higher behavioral cost or difficulty levels of advice also decreased feasibility,
which was not mitigated by the fit scores. Third, there was a negative interaction
effect between fit score and recommendation difficulty on choice satisfaction. Taken
together, it seemed that the fit score was particularly unproductive for users with high
ability levels. Measures that were relatively challenging in an absolute manner were
presented with high fit scores, which high-ability users probably did not expect or
found feasible. In contrast, fit scores were beneficial for users with a low attitude.

To contextualize the effects depicted in the SEM, we examined the effects on
choice satisfaction in Fig. 9. It shows a flat line for the no-fit score condition, but
a clear ‘easiness’ preference in the fit score condition that is in line with the 2020
study from Starke et al. [27]. The salience of how well a measure matched a user,
in combination with the difficulty signposts, seemed to have backfired, as it did not
match a user’s feasibility perception. This is an example of how a psychologically
informed design of the interface can undermine the algorithmic rationale.

This study has made clear that it is challenging to overcome the tendency of users
to prefer relatively easy energy-saving measures. Simply explaining the algorithm
to the user, as is done in many recommender studies [103], seems to backfire in this
domain. In our interface, the persuasive strategy to use a fit score was not able to
overcome preferences triggered by the tailoring strategy. Hence, it seemed that the
tailoring approach of the recommender system (i.e., ‘does the item really fit me?’)
was a more important determinant of user choice and evaluation outcomes than the
persuasive elements presented in the interface (e.g., ‘is the item promoted?’). In lieu
of these findings, we examined the possibilities of using a different type of persuasive
strategy or interface nudge that is still related to the algorithm, but uses ‘external’
information: the presentation of a descriptive social norm.
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3.3.3 Social Norms

The final example provided in this chapter is the inclusion of a social norm nudge
‘on top of’ the Rasch model algorithm [28, 102]. This means that in addition to
a tailoring strategy that presented only the best fitting measures, we used a social
nudge. Social norms leverage the tendency of humans to compare socially to others,
because of a lack of information about how to behave in general or what ‘good’
behavior is [105, 112]. A convincing message that affects what people like is one
that describes a majority norm [112]. Indicating that a moderately large proportion
of relevant peers engages in a certain behavior [105, 113] can persuade users of an
HCI system to behave more socially desirable [114, 115]. While also ‘injunctive
norms’ exist [11, 116], that state what people should do, we focus on ‘descriptive
norms’, which simply state what others are doing [13].

Two main mechanisms explain why people act in line with social norms [117].
The first one is compliance, which is the propensity to act consistent with presented
norms, and can be considered as a direct follow-up to a request. The second mecha-
nism is conformity, which is the act of adapting one’s behavior to match an apparent
majority. Both mechanisms can fulfill a person’s need for accuracy or appropriate-
ness regarding their behavior or decision-making, because it reduces the uncertainty
surrounding a certain behavior [105]. It can also be used to gain social approval; a
notable example was the trend to drive hybrid cars (i.e., a Prius) in parts of the USA,
which was touted ‘green to be seen’ or moral licensing [118].

Our example is a representative study for psychologically informed recommender
design [102], for itmimics the rationale and in part the setup of a classic psychological
study. It is based on a 2008 study from Goldstein et al. [119], which can be described
as the ‘hotel room towel study’. As part of the experiment, bathroom doors in hotel
rooms were equipped with different door hangers that aimed to persuade the guest(s)
to re-use their towels. The control group door hanger made an environmental appeal,
much like many door hangers in hotels do [119], asking guests to “help save the
environment”. The treatment door hangers emphasized that a majority of people
actually re-use their towels, stating: “Join your fellow guests in helping to save the
environment”, after which the door hanger states that ‘almost 75%’ of people comply
with this request. Combined, this is a descriptive social norm [105], which is shown
to be more effective than an environmental appeal to promote towel re-use [119].

Furthermore, the social norm message in Goldstein et al. [119] differentiates
between different sources. Whereas one the variants refers to hotel guests in general,
Goldstein et al. [119] also referred to other social peers. They vary to what extent
individuals identify with the reference group, proposing abstract identities such as
‘citizens’ and ‘men’ or ‘women’, as well as very specific identities, such as ‘hotel
guests in room XXX’. Although people rate their citizen and gender identities as
most important, it emerged that mentioning the specific hotel room led to the highest
compliance rate.

Where the fit score was also a specific explanation of the algorithm, the social
normmessage can also be explained in terms of the Rasch algorithm. For example, if
we would take a measure of the middle of the scale (i.e., δ ≈ 0), we could state that
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50% of people or Dutch citizens do this (cf. [98]). This might already sound more
convincing for measures that are not necessarily visible. While this rate increases for
easier measures, going up to close to 100% based on the data in [27], it decreases
sharply for more difficult measures. For example, considering Table1, we would
have to report that close of 0% have erected a windmill in their backyard.

To overcome these low numbers, we designed normative messages that were
more selective in the source of their social norms. If we consider an attitude-tailored
scenario as in the previous examples [25, 27], then reporting on the behavior of
similar people in terms of attitude would lead to adoption rates around 50%. If you
would, however, report on people with a stronger attitude, the adoption rates go up.

To craft convincing normmessages,we considered advice sources that have shown
in the advice-taking literature that they can be effective. We propose the following
three normative messages [28, 102]:

• Global norms: “X% of users perform this measure.”
• Similar norms: “Y% of users who perform similar measures as you, perform this
measure.”

• Experienced norms: “Z% of users who perform more measures than you, perform
this measure.”

Global norms simply report on the proportion of people that perform a measure,
tapping into data used to form the Rasch scale. Similar norms take the engagement
probabilities of the current user, following Eq.1, while the experienced norms use the
same equation, but take a stronger attitude than the user’s. We took θ + 1, which led
to a probability of 75% for attitude-tailored advice. This rationale is also described in
Table2, which illustrates the norm percentages for two recommendation scenarios.

This study used an updated version of the Saving Aid interfaces from previous
studies [25]. This time round, it only included a single list of twenty recommended
measures, which were tailored toward the user’s attitude and ordered on their esti-
mated kWh savings. The interface is shown in Fig. 10, depicting similar norm scores
on the right-hand side. Besides that, the interface depicts information on various
energy-saving attributes if the user would hover images or click ‘more information’.

An experiment was performed, with four different between-subject conditions
[102]. The research design was in line with Goldstein et al. [119]: Users were either

Table 2 Scenario of attitude-tailored advice (δ = θ) to illustrate what norm percentages are pre-
sented for each norm source, depending on the user’s attitudinal strength (on the left-hand side). For
this table, imagine there are two users: User 1 has a relatively weak energy-saving attitude, User 2
has a relatively strong attitude

Norm percentages for attitude-tailored advice: δ = θ

Global norms (%) Similar norms (%) Experienced norms
(%)

User 1: θ1 = −1 72 50 75

User 2: θ2 = 1 30 50 75
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Fig. 10 Snapshot of the ‘Saving Aid’ interface used in Starke et al. [28, 102]. Depicted here is
the Similar Norm condition, reporting the Rasch model probabilities as a proxy for the compliance
among peers with a similar attitude as the user

assigned to one of the three norm conditions, Global, Similar, or Experienced, or to
the environmental baseline. The environmental baseline involved a ‘Savings Score’,
attributing a score of 100 to the top-item, which had the highest kWh savings, and
lower scores as the savings decreased. Themain differencewithGoldstein et al. [119]
was, obviously, that not a single behavior was promoted, but a list of 20 tailored
energy-saving measures.

Analysis of Choice Data. The interface was distributed among an ‘innovation
panel’ of a large Dutch electricity supplier (i.e., Eneco). A sample of 207 participants
(M = 53.5years, SD = 14.0) was analyzed, assessing the kWh savings chosen
compared to other measures within the list, as well as the total savings per condition.
The procedure was similar to other studies of Starke et al. [25, 26, 101]: Participants
were invited to use the Saving Aid interface (cf. Fig. 10) and to choose any number of
measures they would like to perform at home, which would be sent to them by email.
Afterwards, they were asked to evaluate their interaction. In this study [28, 102],
users were inquired on their perceived feasibility of the recommended measures and
their level of choice satisfaction.

The findings can be divided into ‘between’ and ‘within’ effects. Overall, no
between-list effects were observed, as measures were not more likely to be chosen,
nor did another analysis reveal any changes in the chosen kWh savings. In contrast,
we did observe so-called within-list effects. Measures with a relatively higher score
in the Global and Experienced conditions were more likely to be chosen than a mea-



Psychologically Informed Design of Energy Recommender Systems … 251

Fig. 11 Structural Equation Model (SEM). Relations between aspects resemble correlations; β-
coefficients and standard errors are omitted for simplicity. Details are deported in Starke et al. [28].
Colors follow the guidelines of Knijnenburg et al. [61]: Objective aspects are purple, observed
variables are in blue, perception aspects in green, and experience aspects in orange

sure with higher kWh saving scores. In fact, in line with the earlier examples in this
chapter [25], higher kWh savings seemed to slightly decrease the probability that
a measure would be chosen. This suggested that higher norm scores could have a
positive effect for a measure to be chosen, but that the presence of norms did not lead
to more choices.

Structural Equation Model Analysis. We further analyzed how the normative
interventions affected the user evaluation. While this was not part of the original
Goldstein et al. [119] study, they did report a discrepancy between participants iden-
tifying more citizen and gender-based norms, but not acting upon them as much as
rather specific norms.

Figure11 depicts a part of the original Structural EquationModel (SEM) analysis.
It focuses on the direction of effects of the different normative messages, exclud-
ing personal characteristics. We found that similar and global norms increased the
perceived feasibility of recommendations, compared to seeing an interface with Sav-
ings Scores. This suggested that the normative messages seemed to lower perceived
thresholds toward performing energy-saving measures, effectively reducing the per-
ceived or expected behavioral costs, even if users did not make more choices. All
this was found while controlling for the mean list score, which was higher for some
users and in some conditions.

Important to the evaluation of psychologically informed intervention are themedi-
ated relations. Depicted in Fig. 11 is that perceived feasibility was affected by differ-
ent norms. In turn, however, it also affected how many measures were chosen and
how users evaluated their chosen measures. Starke et al. [28] assessed the relations
from the two norms to choice satisfaction, showing that this relation was fully medi-
ated by perceived feasibility and, in part, by the number of chosen measures. This
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meant that the study did have an impact on the user’s perception and only, in turn,
had other effects on choice and user experience.

Taken together, this study showed the limited effectiveness of social norm per-
suasion or nudging ‘on top of’ a tailored advice list. When presenting alongside a
filtered list of best-fitting measures, social norm nudges affect what users choose,
but in a reduced way. Whereas its application in a one-size-fits-all context led to
more pro-environmental behavior (i.e., the hotel room towel study [119]), here it
only shifted preferences among the presented options but not on how many options
were chosen. Once again, an interface nudge that did not affect what measures was
presented but only how had a reduced effectiveness in a tailored list.

3.3.4 Implications

The different examples all show how psychological user modeling can be used for
algorithmic tailoring. The approach with the psychometric Rasch model is shown
to be more effective than ‘best guesses’, even though it is a simple one-parameter
item response theory algorithm [98]. On top of such a tailoring strategy, however,
the additional benefit of interface nudges and persuasion is small, even though these
were also mostly psychologically informed. This is despite that some studies are
partial replications from psychological studies, in which an effect was observed in a
one-size-fits-all context.

Translating psychological findings to the recommender context can, thus, come
with unexpected results. The fact that a recommender already tailors its content
has a non-trivial influence on any other ‘nudging’ or persuasive interface aspect.
Whereas using social norms to promote any behavior that may or may not align
with a user’s preferences has shown to be effective, using it to promote a list of
tailored measures seems to be much less effective. That is not to say there were no
effects, as it was clear that it affected within-list preferences in Starke et al. [28, 102].
However, there seems to be diminishing marginal returns on additional persuasive
strategies in recommender system research, to the extent that a statistically significant
contribution is difficult to observe. This could be specific to the recommender, for
there is some evidence that combining persuasive strategies in artificial agents or
social robots is effective [120, 121].

It is important to emphasize that tailoring in recommender systems typically hides
options or makes it significantly more difficult to find them. Even though the current
studies dealt with relatively small and accessible data sets (i.e., between 79 and 135
measures), we observed a mitigated ‘nudging effectiveness’.

4 Discussion

Affecting what people like and do is challenging in various scientific domains.
Achieving longitudinal behavioral change is not addressed extensively in many
human-computer interaction studies. This is despite the existence of various ‘behav-
ioral change technologies’: From the introduction of persuasive technology [1], all
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the way toward the newly introduced ‘Digital Twins’ [122], the number of domains
where human-computer interaction can be central to behavioral change is expanding.
Recommender systems have the potential to be among those technologies, but many
approaches would need to start incorporating behavioral change techniques from the
persuasion and nudging fields beyond tailoring. However, it remains an open ques-
tion whether the benefits of the whole of tailored content and nudging strategies can
be larger than the sum of its individual parts.

This chapter has highlighted the design of psychologically informed recommender
systems and the extent to which they can be effective in a behavioral change domain.
Energy conservation specifically taps into various theories and concepts related to
environmental psychology that, for the purpose of our studies, have been translated
to recommender system aspects. In general, we have found that attitude-tailored
methods are more effective than one-size-fits-all approaches, but that the benefit of
additional nudging and persuasion is small.

The examples in this chapter show that the effectiveness of various nudges and
persuasive strategies is significantly reduced when used in a tailored advice con-
text. Even though these techniques, such as social influence, have proven their merit
in one-size-fits-all contexts, both ‘offline’ and ‘online’ [17, 105, 119], something
changes when promoting multiple behaviors that fit a specific user. A possible expla-
nation that uses a different taxonomy for tailoring [70] is that tailoring might lead
to more conscious processing of information processing, therefore mitigating the
effectiveness of ‘peripheral’ nudging and persuasion techniques. However, many of
the techniques used in this chapter are also cognitively oriented [123], mostly relying
on a central form of information processing.

Based on the findings outlined in this chapter, we argue that tailored advice is a
category or concept distinct from ‘nudges’ in the context of recommender systems.
When dealing with a large number of items, tailoring leads to significant changes
in the costs of looking for ‘hidden’ items, or it might even be impossible to find
them at all. This is at odds with the definition of nudging, there being changes in a
choice architecture that do not affect any of the user’s incentives. When considering
joint work of recommender systems and digital nudging (cf. [18]), we propose to not
consider tailoring to be a nudge. Also, we would suggest to avoid loose use of the
term ‘nudging’ when only using algorithmic tailoring in a recommender system for
behavioral change.

We propose to perform more conceptual work in this area, to tease apart different
psychological aspects in a recommender system. We argue that some of the core
concepts are not always completely understood. For example, while it makes sense
that tailored content is ‘better’ or ‘more useful’ than a random guess, it is less clear
how it affects an individual specifically at a cognitive and decision-making level.
And, how does this compare to the effects instilled by other types of nudges and
persuasion? We aim to work on this problem further, but also encourage to join
this endeavor and to go beyond a 1-on-1 application of psychological theories to
recommender systems.

We also highlight the benefits of our psychologically informed algorithm. We
argue that the Rasch model is specifically effective in recommender domains where



254 A. D. Starke and M. C. Willemsen

behavioral change is involved. Its inherent trade-off between feasibility and novelty
is formalized, and is more informative than the simplistic ‘accuracy = 1—diversity’
rule of thumb. Rasch can help users to explore a trajectory on what to do next in
domains of goal-directed behavior.

The psychologicalmethods outlined in this chapter are far from complete. For one,
most interface manipulations tap into theory from psychology similar to nudging.
Instead, more methods from the field of persuasive technology could also be applied,
particularly for cases that are more focused on ‘personalization’ [44]: tailored toward
user characteristics rather than user preferences only. As authors with a track record
in the research field of recommender systems but also in persuasion, we feel that
these are two parallel worlds, even though there is much to learn from one another.
Perhaps that technology can be humanized even further, when these twoworldsmeet.
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