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ABSTRACT

As deepfake technology gains traction, the need for reliable detection systems is crucial. Recent research has
introduced various deep learning-based detection systems, yet they exhibit limitations in generalizing effec-
tively across diverse data distributions that differ from the training data. Our study focuses on understanding
the generalization challenges by exploring specific aspects such as deep learning model architecture,
pre-training strategy and datasets. Through a comprehensive comparative analysis, we evaluate multiple
supervised and self-supervised deep learning models for deepfake detection. Specifically, we evaluate eight
supervised deep learning architectures and two transformer-based models pre-trained using self-supervised
strategies (DINO, CLIP) on four different deepfake detection benchmarks (FakeAVCeleb, CelebDF-V2,
DFDC and FaceForensics++). Our analysis includes intra-dataset and inter-dataset evaluations, examining
the best performing models, generalisation capabilities and impact of augmentations. We also investigate
the trade-off between model size, efficiency and performance. Our main goal is to provide insights into the
effectiveness of different deep learning architectures (transformers, CNNs), training strategies (supervised,
self-supervised) and deepfake detection benchmarks. Through our extensive analysis, we established that
Transformer models outperform CNN models in deepfake detection. Also, we show that FaceForensics++
and DFDC datasets equip models with comparably better generalisation capabilities, as compared to
FakeAVCeleb and CelebDF-V2 datasets. Our analysis also show that image augmentations can be helpful
in achieving better performance, at least for the Transformer models.

INDEX TERMS deepfakes; image classification; convolutional neural networks; transformers; video

processing.

. INTRODUCTION

EEPFAKES, or deepfake media, are digital media that

have been generated or modified using deep learning
algorithms [1]. They have gained notoriety in recent years
due to their potential to manipulate and deceive by producing
fraudulent and deceptive media content. While deepfakes
can serve innocent or even entertaining purposes, they also
harbor substantial dangers when harnessed for malicious
intentions, like crafting convincing fraudulent media to sway
public opinion, manipulate electoral outcomes, or incite vi-
olence [2], [3], [4]. Also, given the prevalence of pow-
erful and budget-friendly computing resources along with
the widespread accessibility of paid, as well as open-source
software, the creation of deepfakes has become increasingly
straightforward [5]. This accessibility extends to individuals
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with limited technical knowledge, facilitating the production
of remarkably convincing deepfakes that closely resemble
genuine content.

The research community has been actively proposing
novel Al-based automated deepfake detection models, trying
to address these issues posed by deepfake media [6], [7], [8],
[9], [10], [11]. However, a significant issue associated with
current deepfake detection models is their lack of generalisa-
tion capability [1], [7], [12]. This means that these detection
systems work very well when dealing with deepfakes that
come from the same data distribution as they were trained
on. However, they struggle to perform well when exposed to
deepfakes generated using different methods than the ones
used for training.

Previous research efforts have introduced a multitude of
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carefully designed deep learning models for deepfake de-
tection, accompanied by novel techniques for training (e.g.,
augmentations, multi-modal training setup, diverse set of
training features etc) and evaluating these models on well-
known deepfake datasets. However, given the vast volume
of research publications, it has become increasingly chal-
lenging to discern which kind of architectures yield optimal
results and which datasets are most effective in facilitating
robust model performance, thus enhancing generalisation to
unseen data. In light of these considerations, we contend
that a comprehensive analysis that unites a diverse range
of deep learning architectures, trained and assessed across
multiple prominent deepfake datasets in a unified manner, is
imperative to gain a deeper understanding of this issue. We
also think that such a comparative analysis has the potential
to uncover valuable insights for identifying the most suitable
architecture and dataset(s) to enhance the effectiveness of
deepfake detection. Consequently, we believe that this anal-
ysis can contribute significantly to addressing the current
challenge of model generalisation in the realm of deepfake
detection.

In this study, we carry out a comprehensive comparative
analysis of several widely recognised deep architectures for
image and video recognition, aiming to assess their efficacy
in detecting deepfakes. Our primary goal is to determine
which among these models achieves superior performance
on unseen, out-of-distribution data, i.e., exhibit impressive
generalisation capability. The models selected for our study
comprise of both Convolutional Neural Networks (CNNs)
and Transformer models. The rationale behind incorporating
transformer models is rooted in their recent notable achieve-
ments across a spectrum of computer vision tasks such as im-
age classification [13], [14], [15], object detection [16], [17],
image segmentation [18], video classification, multi-modal
learning [19], [20], 3D analysis [21], [22] and beyond [23].

For our analysis we train all participating models on four
deepfake detection datasets and evaluate them in both intra-
dataset ! and inter-dataset > configurations (see Figure 1). Ad-
ditionally, we evaluate the difficulty level of each benchmark
and investigate whether a more challenging benchmark leads
to better generalisation performance on unseen data. To this
end, we train participating models on all four datasets twice:
first, without any image augmentations and then with various
image augmentations to find out if they improve models’
performance.

Since recently, transformer models trained using self-
supervised methods have exhibited their capability to pro-
duce robust visual features [24], [25], [26]. Subsequently,
models trained through self-supervised methods have been
shown to achieve excellent performance on new tasks, often
without the need for additional training or with minimal train-
ing [18], [24], [25], [27], [28]. Owing to this, we also analyse
Vision Transformer (ViT) architecture pre-trained using two

"models trained and evaluated on the same dataset
2models trained on one dataset and evaluated on another dataset

well-known self-supervised learning strategies: DINO [24]
and CLIP [25]. We choose to ViT in this case since it is
shown to achieve better performance as compared to CNN
architecture, i.e., ResNet [24]. To study these models and find
out how good the self-supervised features are, we use self-
supervised ViT-Base models (DINO and CLIP) as feature
extractors and train a classification head on top of them.
It is important to note that we only train the classification
head and freeze the weights of the feature extractors to avoid
backpropagating gradients through them.

In summary, our study aims to provide insights into various
aspects, including: (1) identifying the most effective mod-
els for detecting deepfakes among those being tested, (2)
pinpointing the model with the highest ability to adapt to
new and unseen data, (3) assessing the difficulty of different
datasets for model training, (4) determining the dataset that
best facilitates generalisation to unseen data, (5) evaluating
the performance of self-supervised training strategies and (6)
examining the impact of augmentations on enhancing model
performance.

This next parts of this paper is organised as follows. In
Section II we present a brief literature review on the topic of
deepfake detection. Section III presents the proposed frame-
work. In Section IV we present the results and discussion
of our findings and finally Section V concludes this study
by summarising our analysis and presents future research
direction.

Il. LITERATURE REVIEW

Since recently quite a large number of research studies fo-
cused on deepfake media detection have been proposed. Most
studies employ CNN models trained on large amounts of data
in order to detect deepfake media. The proposed studies also
employ different strategies e.g., novel augmentation tech-
niques [29], hybrid models [9], [30], biological features [31],
multi-modal features [6], [9], temporal features along with
spatial information [9], [10], [32], recurrent networks, trans-
former models [8], [9] etc to detect deepfake images/videos
while trying to increase the models’ generalisation capabili-
ties. Below we present some well-known, as well as some of
the recently proposed deepfake detection studies. We chose
to review studies in this section that share similarities with
ours, focusing on common aspects such as the selection of
detection models and the datasets used to train and evaluate
the proposed models.

A. CNN BASED DETECTION MODELS

In 2019, Rossler et al. released FaceForensics++, a dataset
for deepfake detection [33]. The dataset, containing over
1.8 million manipulated images, was made publicly avail-
able. Using the dataset authors also conducted an extensive
analysis of several data-driven forgery detection methods.
The methods included traditional machine learning models
(SVMs) trained on handcrafted features, as well as contem-
porary deep learning architectures including MesoNet [34]
and XceptionNet [35]. By conducting a thorough analysis,
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authors discovered that a vanilla deep CNN model, Xcep-
tionNet [35], outperforms other participating models signif-
icantly in the context of detection task on compressed low
quality data. Authors additionally demonstrated, via experi-
ments and surveys, that the data-driven models outperform
humans in detecting deepfakes. Nevertheless, the paper lacks
a cross-dataset analysis of the models, which could have been
beneficial in understanding the generalisation performance
across diverse and unseen domains.

In [32] Sabir et al. proposed a deepfake detection system
by focusing on the temporal information present in video
streams to exploit temporal discrepancies across multiple
frames. In order to analyse temporal data authors employed a
recurrent convolutional architecture [36], [37] comprising of
a CNN for feature extraction and a BiDirectional Recurrent
Neural Network (BiDir RNN) to analyse temporal infor-
mation present in videos. Specifically, authors studied two
different CNN architectures, ResNet [38] and DenseNet [39]
for feature extraction. The authors also employed a carefully
crafted pre-processing regime to preprocess facial frames
before inputting them into the models. The models were
evaluated using the renowned FaceForensics++ deepfake de-
tection benchmark [33], showing excellent results in an intra-
dataset evaluation regime. Authors do not carry out a cross-
dataset analysis in their study.

Ciftci et al. [31], shifted away from traditional image
features and proposed to employ biological signals (i.e.,
photoplethysmography or PPG signals which detects subtle
alterations in color and motion within RGB videos) to train
their models. The proposed model was comprised of a CNN,
as well as a SVM. The CNN and SVM models made their
individual predictions on the provided features sets, which
were then fused together in order to get a final classification
score. The proposed deepfake detection scheme achieved
promising results when tested using both intra-dataset as well
as inter-dataset configurations on multiple different deepfake
detection benchmarks including, CelebDF [40], FaceForen-
sics [41] and FaceForensics++ [33] datasets.

In study [6], Zhu et al. introduced a deepfake detection
framework that leveraged 3D face decomposition features
for detecting deepfakes. The authors demonstrated that the
fusion of 3D identity texture and direct light features no-
tably enhanced the detection performance, simultaneously
promoting the model’s generalisation ability when assessed
across different datasets. The training of the detection model
involved both a cropped facial image and its corresponding
3D attributes. Authors employed XceptionNet [35] for fea-
ture extraction. The study also provides an extensive analysis
of various feature fusion strategies. The proposed model was
trained on the FaceForensics++ [33] benchmark and subse-
quently evaluated on three datasets: (1) FaceForensics++, (2)
Google Deepfake Detection Dataset [42] and (3) DFDC [43]
dataset. The reported evaluation statistics showed promising
results across all three datasets, highlighting the model’s
robust generalisation capability in comparison to previously
proposed deepfake detection methods.
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B. TRANSFORMER BASED DETECTION MODELS

In study [9], Khan et al. introduced the utilisation of trans-
former architecture for the purpose of deepfake detection,
presenting two novel models: (1) Image Transformer and (2)
Video Transformer. Both models were trained using 3D face
features [44] in addition to standard cropped face images.
The integration of 3D face features aimed to swiftly ob-
tain accurately aligned facial details, enhancing the learning
process. The combination of these aligned features with
conventional cropped face data contributed to the acquisition
of pertinent facial details. To harness temporal information
within videos, authors modified the standard Vision Trans-
former (ViT) [13] to accommodate multiple successive face
frames. Notably, the proposed model exhibited incremen-
tal learning capabilities, accommodating new data without
forgetting prior knowledge. The authors conducted compre-
hensive evaluations of their models across prominent deep-
fake detection benchmarks, including FaceForensics++ [33],
DFDC [43] and Google DFD [42]. Their models showed im-
pressive performance across all these datasets, underscoring
their efficacy in deepfake detection.

Wang et al., [8] introduced a Multi-modal Multi-scale
TRansformer (M2TR) model, which processes patches of
multiple sizes to identify local abnormalities in a given image
at multiple different spatial levels. M2TR also utilises the fre-
quency domain information along with RGB information us-
ing a sophisticated cross-modality information fusion block
to detect forgery related artifacts in a better way. Through
extensive experiments authors establish the effectiveness of
M2TR and show their model outperforms SOTA Deepfake
detection models by acceptable margins.

Coccomini et al., in [30] propose a video deepfake de-
tection model based on a hybrid transformer architecture.
Authors used an EfficientNet-BO as feature extractor. The
extracted features were then used to train two different types
of Vision Transformer models in their study, e.g., (1) Efficient
ViT and (2) Convolutional Cross ViT. Through experimen-
tation, authors established that the model comprising of
EfficientNet-BO feature extractor and Convolutional Cross
ViT achieved the best performance scores as compared to
other models that they tested.

Zhao et al., [10] propose an Interpretable Spatial-Temporal
Video Transformer (ISTVT) for deepfake detection was pro-
posed. The proposed model incorporates a novel decomposed
spatio-temporal self-attention as well as a self-subtract mech-
anism to learn forgery related spatial artifacts and temporal
inconsistencies. ISTVT can be also visualise the discrimi-
native regions for both spatial and temporal dimensions by
using the relevance propagation algorithm [10]. Extensive ex-
periments on large-scale datasets were conducted, showing a
strong performance of ISTVT both in intra-dataset and inter-
dataset deepfake detection establishing the effectiveness and
robustness of proposed model.

Through this literature review it becomes apparent that the
research community actively employs deep learning mod-
els along with other techniques to try develop robust and
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FIGURE 1. The proposed framework. The process involves several steps, starting with the extraction and cropping of face frames from videos, followed by
augmentation, normalisation and resizing. The pre-trained models are then used as feature extractors, with a new classification head (linear layer) added on top for
supervised models. During training, the weights of both the feature extractor and the classification head are updated for supervised models, while only the newly
added classification head is updated for self-supervised models. The models are evaluated through both intra-dataset and inter-dataset evaluations to test their
performance and generalisation capabilities. For image models, the input data is a single cropped face image, while for video models, it is a tensor containing eight

consecutive cropped face images from a given video.

efficient deepfake detectors. However, while carefully read-
ing the research studies it also becomes noticeable that the
models perform poorly on unseen, out-of-distribution data.
In addition to this, there is a lack of comparative studies
which aim to identify which specific family of deep learning
architectures is better for the task of deepfake detection.
Furthermore, it’s not easy to determine without thorough
experimentation that which of the well-known datasets offer
improved generalisation potential to the models, i.e., allow
models to better handle new and unseen data.

To address this, we study some of the most frequently used
architectures (EfficentNets, XceptionNet, Vision Transform-
ers) in the literature of deepfake detection in this research.
We also employ widely known datasets for experimentation
and try to find out the datasets offering best generalisation
capabilities to the models. We also analyse some of the
understudied approaches for deepfake detection i.e., we train
and evaluate the performance of self-supervised models on
deepfake detection and compare their performance with that
of the supervised models.

lll. THE PROPOSED FRAMEWORK
The workflow followed in this study for training and evaluat-
ing the models is illustrated in Figure 1. On top we show the
training pipeline where we start by extracting and cropping
faces from videos. The cropped face frames are then aug-
mented, normalised and resized before being fed to the model
for training. We load pre-trained models as feature extractors,
i.e., we remove the last layer from the loaded models and add
a new classification head (linear layer) on top. For supervised
models, during training we update weights of both feature
extractor as well as the classification head.

For self-supervised models, our objective is to assess the

quality of the representations they produce since they were
initially trained through self-supervised training strategies.
Consequently, for these models we only update weights
of the newly added classification head while maintaining
the frozen weights of the feature extractor backbone. This
strategy enables us to directly compare the self-supervised
feature representations with those obtained from supervised
models. Since we deal DINO and CLIP as feature extractors,
we follow the guidelines provided in their respective code
repositories to extract features.

For DINO, we extract features from the last four encoder
blocks, as this configuration yielded optimal results. On the
other hand, for CLIP, we exclusively extract features from
the last encoder block. We then feed these features into the
classification head.

For intra-dataset evaluation we evaluate models on the
same dataset (test set) it was trained on, e.g., model trained on
dataset D1 is evaluated on the test set of D1. The primary ob-
jective of intra-dataset evaluation is to discern which model
achieves the highest performance score as compared to other
participating models on each of the dataset. Moreover, this
evaluation will offer insights into which dataset presents the
greatest learning challenge for the models and which dataset
is comparatively easier to learn.

In the context of inter-dataset evaluation, we evaluate
models that were trained on one dataset across the remaining
three datasets. For instance, a model trained on dataset D1
is tested on D2, D3 and D4 datasets. The objective of inter-
dataset evaluation is two-fold: first, to investigate the models’
ability to generalise across datasets and second, to understand
how effectively the training dataset empowers models to
generalise well on unseen data.

The input data for training and evaluating image models
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is a single face cropped image ([3, 224, 224]), whereas, input
data for training and evaluating video models is a tensor con-
taining 8 consecutive face cropped images ([8, 3,224, 224])
from any given video.

A. DATASETS

In this study we train and evaluate several differ-
ent deep learning models on four deepfake detection
datasets/benchmarks: Fake AVCeleb [45], CelebDF-V2 [40],
DFDC [43] and FaceForensics++ [33]. All of the four
datasets comprise of real and fake videos, where fake videos
are generated using different deepfake generation methods.
In upcoming sections, we present a brief description of these
datasets.

FaceForensics++ [33] is one of the most widely studied
deepfake detection benchmarks. FaceForensics++ comprises
of 1000 real video sequences (mostly from YouTube) of
mostly frontal faces and without any occlusions. These real
videos were then manipulated using four different face ma-
nipulation methods: (1) FaceSwap [46], (2) Deepfakes [47],
(3) Face2Face [48] and (4) NeuralTextures [49] to have four
subsets. Each subset comprises of 1000 videos each. In total,
the dataset contains 5000 videos, i.e., 1000 real and 4000 fake
videos. FaceForensics++ offers 3 different qualities of data,
(1) Raw, (2) High-Quality and (3) Low-Quality. In our study,
we experimented the high-quality videos.

FaceSwap and Deepfakes subset contains videos generated
using what is called, face swapping. As the name suggests,
face of the target person is replaced with the face of source
person and results in transferring the identity of the source
person onto the target. Face2Face and NeuralTextures subsets
are generated by a different process called, face re-enactment.
In contrast to face swapping, face re-enactment swaps the
faces of source and target, however, keeps the original iden-
tity of the target face.

Deepfake Detection Challenge (DFDC) dataset [43]
comprises of around 128k videos, out of which, around
104k are fake. Similar to the FaceForensics++, the DFDC
also comprises of videos generated using more than one
face manipulation algorithms. Five different methods were
employed to generate fake videos, namely, (1) Deepfake
Autoencoder [43], (2) MM/NN [50], (3) NTH [51], (4)
FSGAN [52] and (5) StyleGAN [53]. In addition to these,
a random selection of videos also underwent a simple
sharpening post-processing operation which increases the
videos’ perceptual quality. Unlike FaceForensics++ dataset,
the DFDC dataset also contains videos having undergone
audio-swapping. However, in this study we do not use audio
features to train and evaluate our models.

Since DFDC dataset is huge as compared to other par-
ticipating datasets, we only use a subset of the full dataset
to train and evaluate our models i.e., to keep the number of
training, validation and test data nearly similar. For training
we use roughly around 19500 (around 16500 fake and 3100
real) randomly selected videos from which we get 100k face
cropped images (50k real and 50k fake). We use 20k images
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as validation set. For testing the models we use 4000 face
frames randomly selected from 3500 (3200 fake and 300 real)
videos.

CelebDF-V2 [40] contains 5639 fake and 590 real videos.
The real videos are collected from YouTube and contain
interview videos of 59 celebrities having diverse ethnic back-
grounds, genders, age groups. CelebDF-V2 dataset com-
prises of fake videos generated using Encoder-Decoder mod-
els. Post-processing operations are also employed to circum-
vent color mismatch, temporal flickering and inaccurate face
masks.

FakeAVCeleb [45] is the most recently proposed deep-
fake detection dataset. FakeAVCeleb dataset contains 19500
fake and 500 real videos. This dataset also contains au-
dio modality and manipulates audio as well as video con-
tent to generated deepfake videos. For video manipulation,
FaceSwap [54] and FSGAN [52] alogrithms are used. For
audio manipulation, a real-time voice cloning tool called
SV2TTS [55] and Wav2Lip [56] are used. The dataset is
divided into 4 subsets, i.e., (1) FakeVideo/FakeAudio, (2)
RealVideo/Real Audio, (3) FakeVideo/RealAudio and (4) Re-
alVideo/FakeAudio.

In this study, we only employ 2 of the mentioned subsets
to train our models, i.e., (1) FakeVideo/FakeAudio and (2)
RealVideo/Real Audio.

TABLE 1. The amount of real/fake images used to train, validate and test
our image models.

Train/Test Data

Validation | Test

| Train |
| Real | Fake | Real | Fake | Real | Fake
‘ 47,808 ‘ 47,808 ‘ 5,360 ‘ 5,360 ‘ 2,000 ‘ 2,000
CelebDF-V2 [40] ‘ 50,000 ‘ 50,000 ‘ 10,000 ‘ 10,000 ‘ 1,000 ‘ 1,000
DFDC [43] | 50,000 | 50,000 | 10,000 | 10,000 | 2,000 | 2,000
FaceForensics++ [33] | 50,000 | 50,000 | 10,000 | 10,000 | 2,000 | 2,000

Dataset

FakeAVCeleb [45]

B. DATASET PREPARATION

The data preparation process was notably time-consuming
due to two main factors: firstly, the datasets being substantial
in size and secondly, some selected datasets lacking clear
dataset preparation guidelines. For instance, FakeAVCeleb
does not provide predefined train/validation/test splits. Con-
sequently, we had to manually develop a strategy to effec-
tively partition the dataset into train, validation and test sets.
Ensuring that a single identity didn’t appear in multiple splits
added another layer of complexity to this task.

Additionally, all the datasets exhibit an imbalance, with
a significantly higher number of "fake" videos compared to
"real" ones. To address this, we took steps to ensure that the
resulting datasets of cropped face images are balanced by
extracting faces from videos. Our efforts aimed to include
at least one frame from every video selected for training and
evaluation. You can refer to Table 1 for detailed information
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regarding the number of face frames used for training, vali-
dation and model evaluation from each dataset.

The data provided in Table 1 clearly illustrates that the
training and validation sets for FakeAVCeleb contain a rel-
atively smaller number of frames. This discrepancy can be
attributed to the dataset containing a limited count of real
videos (only 500), while the number of fake videos is sub-
stantially larger (19500). As the video clips are of shorter
duration, this translates to 47,808 frames being extracted
from the chosen 300 real videos for the training set and 5360
frames from 100 videos for the validation set. Despite this
slight variance in the size of the training and validation sets,
we assume that it has a minimal impact on the models’ per-
formance. This assumption is supported by our observations
from training and evaluating the models using even fewer
frames (approximately 25k real and 25k fake frames), which
resulted in no significant deviations in the final test scores.

In addition, the test set for CelebDF-V2 contains fewer
frames for the same underlying reason — the test set of the
dataset includes only 50 real and 50 fake videos. In response,
we meticulously extracted a total of 2000 frames from this
set of 100 test videos for the purpose of evaluation.

C. PREPROCESSING AND AUGMENTATIONS

We adopt two distinct approaches to train our models in
this study. Initially, we train models without applying any
image augmentations. Subsequently, we train the models
using a range of randomly chosen image augmentations, such
as horizontal flips, affine transformations and random cut-
out augmentations. All the cropped face images are then
normalised according to the same method used for pre-
training models on the ImageNet [57]. For implementing the
augmentations, we utilise the imgaug® library.

D. MODELS

We opt to explore six supervised image recognition models,
equally divided into three CNNs and three transformer-based
models. Furthermore, we assess two variations of trans-
former models trained via self-supervised methods, namely
(1) DINO [24] and (2) CLIP [25]. In addition to the image
classification models, our study encompasses the training and
evaluation of two distinct video classification models: (1)
ResNet-3D [58], a CNN model for video classification and
(2) TimeSformer [59], a transformer model tailored for video
classification.

We choose models based on their performance on the
ImageNet benchmark [57], their parameter count and, in
the case of certain models like Xception [35] and Efficient-
Net [43] their established performance in deepfake detection,
as reported by some of the previous studies [33], [43].

1) Image Models
Deepfake detection is typically treated as an image clas-
sification problem. In this context, deep learning models

3https://imgaug.readthedocs.io/en/latest/

are trained and evaluated on images independently, dealing
with each image on its own. This differs from video-based
deepfake detection, where models are trained and tested on
consecutive video frames to capture temporal discrepancies
between frames along with spatial cues within each frame.

Below, we provide a brief introduction to the image models
employed in this study.

« Xception [35] is a convolutional neural network (CNN)
architecture that builds upon the Google’s Inception CNN
architecture [60]. It distinguishes itself by using depth-wise
separable convolutions in place of conventional Inception
modules. Unlike standard convolutions applied across all
N channels at once, depth-wise convolutions operate se-
quentially on individual image channels. This characteristic
reduces Xception’s trainable parameters compared to other
prominent deep CNN models. Despite this reduction, Xcep-
tion’s performance remains on par with models having more
parameters, as evidenced on the ImageNet benchmark [57].
Furthermore, its smaller parameter count enhances resistance
to overfitting on unseen data and decreases computational
load, making it an efficient choice. Figure 2A illustrates the
concept of depth-wise convolution, the fundamental building
block of Xception. Xception not only demonstrates excel-
lence on the ImageNet benchmark but also boasts significant
achievements in previous deepfake detection studies [6],
[33], [43]. Based on its proven track record in this domain,
we include Xception for analysis in this study.

e Res2Net-101 [61] is a CNN architecture which is built
upon the widely adopted ResNet architecture [38]. Res2Net
introduces a new building block named the "Res2Net Block,"
which replaces the conventional bottleneck residual blocks
utilised in ResNet models. By operating at a granular level,
the Res2Net architecture captures multi-scale features and
extends the receptive field range for every network layer.
As a result, the network becomes more potent and efficient,
leading to enhanced performance across diverse computer vi-
sion tasks, including image classification, segmentation and
object detection [61]. The innovative Res2Net block can be
seamlessly integrated into other leading-edge backbone CNN
models, such as ResNet [38], DLA [62], BigLittleNet [63]
and ResNeXt [64]. We visualise the Res2Net block in Fig-
ure 2B. In this study, we employ Res2Net-101 to explore
whether multi-scale CNN features contribute to improved
deepfake detection performance. Additionally, we investigate
whether these enhancements extend to cross-dataset perfor-
mance, gauging the model’s generalisation capability.

« EfficientNet-B7 [65] belongs to the EfficientNet family
of CNN architectures. In their paper, the authors propose
a scaling technique that uniformly adjusts depth, width and
resolution using a compound coefficient. The central concept
revolves around systematically scaling the model’s archi-
tecture and parameters to achieve better efficiency. Unlike
the conventional approach of arbitrarily scaling individual
dimensions, the proposed strategy employs a consistent set of
scaling coefficients across all dimensions. Consequently, the
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FIGURE 2. Visual representation of the models used for analysis in this study. Due to space limitations, only basic, key concepts for each model are illustrated
instead of the whole model. For optimal understanding of the essential components of each model, we recommend viewing this figure in color and at a higher

magnification.

architecture offers a family of seven models spanning various
scales [65]. Impressively, EfficientNet achieves top-notch
performance across several image classification benchmarks,
while maintaining computational efficiency that surpasses
other architectures like ResNet and Inception [65]. In a
manner similar to Xception, a specific variant of EfficientNet,
namely EfficientNet-B7, has also demonstrated remarkable
prowess in deepfake detection tasks. Notably, the triumphant
solution of the Google-sponsored Deepfake Detection Chal-
lenge (DFDC) was built upon the strengths of EfficientNet-
B7 models [43]. Given this notable track record, our research
aims to delve into the potential of this model in our study.
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« Vision Transformer (ViT-Base) [66] belongs to the fam-
ily of transformer models which were initially designed for
natural language processing tasks. In the realm of computer
vision, the Vision Transformer (ViT) emerged as a pioneering
transformer-based architecture designed specifically for im-
age classification tasks [13]. ViT harnesses the power of self-
attention mechanisms to processes visual data. Its method-
ology employs a deceptively simple yet impactful strategy:
the division of images into smaller patches, which are then
fed into a transformer model as a unified entity. These
patches are enriched with positional embeddings, enabling
them to retain their spatial context within the original image.
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A classification token is introduced at the outset of this
input, which is subsequently processed by the transformer
encoder—a mechanism reminiscent of the encoders in text-
oriented transformer models. This approach empowers the
model to better capture the context and relationships between
different parts of the image. As a result, the network ef-
fectively captures contextual nuances and interrelationships
across distinct segments of the image, achieving performance
comparable to state-of-the-art CNN models on the Ima-
geNet dataset, especially when trained on giant datasets like
ImageNet-21k or JFT-300M. The ViT architecture is visually
depicted in Figure 2E. In our analysis, we undertake the
training and evaluation of the base version of ViT-Base model
for the deepfake detection task and subsequently compare its
performance against other models participating in the study.
o Swin Transformer (Swin-Base) [14] is a class of Vision
Transformer models. Swin Transformer architecture comes
with a hierarchical structure, utilising a shifted windows
approach for computing image representations. The shifted
windowing strategy enhances efficiency by confining self-
attention computation to non-overlapping local windows,
while still enabling cross-window connections. This hierar-
chical design offers flexibility for modeling at different scales
and maintains linear computational complexity concerning
image size. Swin Transformers achieve competitive perfor-
mance, comparable to other state-of-the-art image classifica-
tion models like EfficientNets [14], [65] and even outperform
Vision Transformers and ResNets [13], [38]. Not only limited
to image classification, Swin Transformers also excel in tasks
such as image segmentation and object detection [14]. Fig-
ure 2G provides an illustration of the window generation and
attention calculation process in Swin Transformers. Because
of the excellent performance Swin Transformer achieve on
ImageNet, we use it for the task of deepfake detection and try
to study how it performs as compared to other participating
models.

e Multiscale Vision Transformer (MViT-V2-Base) [15]
is another class of ViT models. Unlike traditional ViTs, the
MViTs have multiple stages that vary in both channel capac-
ity and resolution. These stages create a hierarchical pyramid
of features, where initial shallow layers focus on capturing
low-level visual information with high spatial resolution,
while deeper layers extract complex, high-dimensional fea-
tures at a coarser spatial resolution. This approach allows
the network to capture the context and relationships between
different parts of the image in a better way, which results
in improved performance on a broad range of computer
vision tasks including image classification, image segmen-
tation [15]. A broad overview of the architecture of MViT
is shown in Figure 2C. Since MViTs are relatively new and
achieve excellent performance on different vision tasks, we
employ these in our study to analyse how well they perform
on the task of deepfake detection.

« DINO [24] is a self-supervised training method, which
is interpreted as self-DIstillation with NO labels. Authors
train ViT using DINO and show interesting properties which
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emerge from the ViT model. Authors make the following
observations in their study, i.e., (1) self-supervised ViT fea-
tures (DINO) incorporate explicit visual information within
an image, useful for computer vision tasks such as semantic
segmentation, which does not come along as evidently with
supervised ViTs and also not with CNNss; (2) self-supervised
ViT features are also shown to achieve excellent performance
when tested as k-NN classifiers, attaining 78.3% top-1 on
ImageNet with a ViT-small architecture. For more details
about this strategy, we would like to point readers towards the
original paper [24]. The DINO training strategy is shown in
Figure 21I. Inspired from these findings, we also employ ViT-
Base [13] architecture trained using DINO [24]. In our study,
we use the ViT-Base as feature extractor and add a classifica-
tion head on top. We only train the added classification head
on participating deepfake detection datasets, while freezing
the weights of the ViT-Base feature extractor.

« Contrastive Language-Image Pre-Training (CLIP) [25]
is a neural network that has been trained on a diverse set of
(image, text) pairs in a self-supervised contrastive manner.
It has the ability to infer the most suitable text excerpt
for a given image using natural language, without explicit
supervision for this task. It exhibits zero-shot capabilities
similar to the ones exhibited by GPT-2/GPT-3 [67], [68]. In
CLIP’s original research paper, authors show that it achieves
performance scores equivalent to the original ResNet50 [38]
CNN model when evaluated on ImageNet [57] in a "zero-
shot" fashion, i.e., even though CLIP does not use any of
the 1.28 million labelled examples from the original dataset
it achieves comparable performance as a ResNet50 model
trained on ImageNet in a supervised manner. CLIP is il-
lustrated in Figure 2H. For more details on CLIP, we refer
readers to [25]. We employ a ViT-Base model trained using
CLIP as a feature extractor for our study. Similar to DINO,
we add a classification head on top of ViT-Base trained using
CLIP. For our analysis, we only train the classification head
and keep the CLIP ViT-Base features frozen i.e., we do not
update its weights during training.

2) Video Models

We examined two distinct video classification models in this
paper: (1) ResNet-3D [58], a CNN-based video classifier
and (2) TimeSformer [59], a transformer-based video clas-
sification model. Our investigation encompasses assessing
the performance of both these models in both intra-dataset
and inter-dataset contexts across four renowned deepfake
detection benchmarks. Our decision to include video-based
models alongside image-based detection models stems from
our curiosity about the potential impact of temporal informa-
tion present in videos for the deepfake detection task.

« ResNet-3D [58] is based on the same principles as the
original ResNet architecture [38], but they are specifically
designed to work with 3D data, such as videos and volumetric
medical images. These models use 3D convolutions, instead
of 2D layers, for feature extraction. In addition to that,
ResNet-3D models generally use a large number of layers,
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which allows them to learn complex and abstract features in
the data. ResNet-3D models have been utilised for a variety
of computer vision tasks, including video classification, ac-
tion recognition and medical image segmentation [58], [69].
For reference, we illustrate both 2D and 3D convolutions in
Figure 2F. We choose to employ ResNet-3D model for our
study because, (1) it is widely studied in regards of video
recognition and (2) pre-trained models are easily available.
We chose ResNet-3D model pre-trained on 8 frames per
video to experiment in this study.

o TimeSformer [59] is a video recognition model based
on the transformer architecture. TimeSformer utilises self-
attention over space and time, instead of traditional convo-
lutional layers, or the spatial attention as employed by ViT
for image recognition. The TimeSformer model modifies the
transformer architecture, generally used for image recogni-
tion, by directly learning the spatio-temporal features from a
sequence of frame-level patches. This is accomplished by ex-
tending the self-attention mechanism from the image space to
the 3D space-time volume. Similar to the Vision Transformer
(ViT) model, the TimeSformer employs linear mapping and
positional embeddings to interpret ordering of the resulting
sequence of features. In TimeSformer paper [59], authors
experimented with different self-attention techniques. Out
of different techniques, the "divided attention" technique
which calculates temporal and spatial attention separately
within each block, was found to perform better than other
self-attention calculation techniques and thus we choose to
analyse the same architecture in this study. Divided space-
time attention is illustrated in Figure 2D. We opt to evaluate
TimeSformer on the task of deepfake detection and compare
it with convolutional video classification network, ResNet-
3D. We also chose 8 frame per video version of the TimeS-
former model, same as the ResNet-3D model we described
above.

E. EVALUATION METRICS

In order to analyse the performance of our models in a com-
prehensive way, we employ multiple widely used classifica-
tion metrics, e.g., (1) LogLoss, (2) AUC and (3) Accuracy.
Below we briefly introduce the chosen evaluation metrics.

1) LoglLoss

LogLoss, also known as logarithmic loss or cross-entropy
loss, is used to measure the classification performance of
machine/deep learning models. LogLoss calculates the dis-
similarity between the predicted probability score with the
true label (0, 1 in case of binary classification). The LogLoss
score is computed as the negative logarithm of the likelihood
of the true labels given a set of predicted probabilities. The
range of the LoglLoss function is from O to infinity, with 0
representing the ideal outcome and higher values represent-
ing worse outcomes.
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N
L= —% > lyilog(pi) + (1 —yi)log(1 —pi)] (1)
i=1

Where L is the LoglLoss, IV is the total number of samples
in the dataset, y; is the true label of the i-th sample, p; is the
predicted probability for the i-th sample.

It is worth noting that Logloss is a widely used evaluation
metric in machine learning competitions such as Kaggle
competitions, as it gives a general idea of how good the
predictions of the model are. We use Logl.oss as one of the
evaluation metrics in this study as other previously proposed
deepfake detection research studies often use it as their
evaluation metric and thus would allow us to compare our
results with them.

2) Area Under the Curve (AUC)

AUC is another widely known metric used to evaluate classi-
fication models. AUC basically refers to calculating the entire
two-dimensional area under the Receiver Operating Curve
(ROC). AUC gives hints about how well a model has made a
certain prediction. Quite understandably, the higher the area
falling under the ROC, i.e., AUC, the better the performance
of the model at discriminating between "real" and "fake"
samples in our case. Most of the recently proposed deepfake
detection studies employ AUC as the evaluation metric to
study the performance of their models.

Note that the ROC curve is created by varying the thresh-
old used to make predictions from O to 1, so the AUC
provides a summary of the model’s performance across all
possible thresholds.

3) Accuracy

Accuracy is another prominent classification metric. Accu-
racy score is basically the measure of correct predictions
made by a model in relation to all the predictions made by
the model. Accuracy does not indicate how well a model has
made a certain classification, as was the case with Logloss
and AUC. Accuracy score can be obtained by dividing the
number of correct predictions by total predictions.

A _ TP+ TN )
Y = TP Y FP+ TN + FN @

Where TP is the number of true positives, TN refers
to the number of true negatives, F'P refers to the number
of false positives and F'N refers to the number of false
negatives.

It is worth noting that accuracy is the proportion of cor-
rectly classified samples out of the total number of samples.
It is a common evaluation metric used in binary classification
tasks, however, it can be misleading in cases where the
classes (real, fake) are imbalanced, or if the cost associated
with the false positives and false negatives is different. In
such cases, other evaluation metrics like F1 score, precision,
recall, or AUC may provide a more accurate evaluation of
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the classification model’s performance. In our study however,
since we have balanced number of samples both for real and
fake classes, we can use accuracy as one of the evaluation
metric.

TABLE 2. This table presents a detailed account of efficiency metrics of all
the participating supervised models, including, the parameter count, inference
times both on CPU and GPU and the number of floating point operations per
second (FLOPs).

Model Efficiency

Model | Parameters | CPU | GPU | FLOPs
Xception | 21 million | 49.28ms | 7.65ms | 4.6G
Res2Net-101 | 43 million | 110.23ms | 31.81ms | 8.2G
EfficientNet-B7 | 64 million | 148.77ms | 37.37ms | 5.4G
ViT | 86million | 239.18ms | 6.18ms | 16.9G
Swin-Base | 87 million | 254.03ms | 27.3Ims | 155G
MVIiT-V2-Base | S5lmillion | 238.65ms | 43.79ms | 10.2G
ResNet-3D | 32million | 392.04ms | 10.07ms | 41.92G
TimeSformer | 121 million | 2498.54ms | 36.56ms | 196.1G

4) Efficiency Comparison

To gain a comprehensive understanding of models’ perfor-
mance in deepfake detection, we conduct an in-depth analysis
using three distinct classification performance metrics out-
lined in earlier sections. Additionally, we provide efficiency
metrics (see Table 2) for each model to offer insights into
the trade-off between a model’s effectiveness in detecting
deepfakes and its efficiency in real-world deployment. This
analysis highlights the financial implications of deploying de-
tection models on cloud services, emphasising the trade-off
between efficiency and detection performance. For example,
while models like Xception or ViT demonstrate high effi-
ciency (on GPU), the forthcoming sections show that slower,
more heavy models often outperform faster, lighter models
in deepfake detection. For visual depiction of these efficiency
scores, please see Figure 12 and 13 in the Appendix.

We employ fvcore* library to compute GFLOPs for our
models. While various libraries exist for GFLOPs measure-
ment, it’s crucial to acknowledge that results may exhibit
slight variations.

To determine CPU and GPU inference times, we execute
inference on 300 random images and then calculate the av-
erage time spent on each image in milliseconds. For GPU, a
warm-up phase precedes inference, involving the processing
of 10 images to ensure optimal GPU performance before the
actual inference on 300 images commences. Our machine is
equipped with an RTX 3080 GPU, Ryzen 5800X CPU and
32GB RAM.

“https://github.com/facebookresearch/fvcore
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F. IMPLEMENTATION DETAILS

We use PyTorch® framework to facilitate the training and
testing of our models. In our training approach, we employ
a batch size of 16 for image models and 4 for video models.
The learning rate remains constant at 3 x 10~ for both image
and video models. Our chosen loss function is CrossEn-
tropyLoss and we utilise Stochastic Gradient Descent (SGD)
as the optimiser for model training. Our models undergo
training for a span of 5 epochs, with final selection of the
model having lowest validation loss for subsequent testing
and evaluation purposes. For the evaluation stage, we use
Scikit-Learn library [70]. We use Scikit-Learn to calculate
and report LogLoss, AUC, Accuracy scores, as well as ROC
and DET® (Detection Error Tradeoff) curves [70].

To facilitate our model implementations and leverage pre-
trained weights, we heavily rely on the PyTorch Image Mod-
els’ repository by Ross Wightman. Additionally, we adapt
certain code snippets from [24] to train linear classification
heads on top of self-supervised feature extractors like DINO
and CLIP. We augment images for training using the imgaug®
library.

IV. RESULTS

We conducted extensive experimentation and evaluation on
six image recognition models and two video classification
models, which we specifically trained for deepfake detec-
tion. These evaluations are conducted across four different
datasets, as outlined in Section III.The analysis includes
evaluating all models under both intra-dataset conditions
(trained and evaluated on the same dataset) and inter-dataset
conditions (trained on one dataset and evaluated on other
datasets, excluding the training dataset). Subsequent sections
present the performance outcomes of all participating models
within both intra-dataset and inter-dataset contexts.

In addition to the supervised models, our investigation
includes two vision transformer (ViT-Base) models that
have been pre-trained using the self-supervised techniques
DINO [24] and CLIP [25], as previously outlined in Sec-
tion III. We then compare these two self-supervised models
against a supervised Vision Transformer (ViT) [13]. It’s
important to note that all three models - DINO, CLIP and
the supervised ViT - are all ViT-Base models. By training
a classification head on top of these three models, our goal
is to discern whether self-supervised features offer superior
representations in comparison to supervised features.

A. FAKEAVCELEB

FakeAVCeleb [45] is a newly released deepfake detection
dataset containing four different categories of videos as
given in section III-A earlier. Since we focus only on visual
deepfakes in this study, we do not use the audio data (real

Shttps://pytorch.org/

Shttps://scikit-learn.org/stable/auto_examples/model_selection/plot_det.html

7https://github.com/huggingface/pytorch-image-models
8https://imgaug.readthedocs.io/en/latest/
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TABLE 3. Intra-dataset performance comparison of image models. The table below presents scores achieved by image models when trained and evaluated on

FakeAVCeleb [45] dataset. Best results are highlighted in yellow.

FakeAVCeleb

| With Augs | No Augs

Model | 'y og10ss | AUC | ACC | LogLoss | AUC | ACC
Xception | 0.0047 [100:00% | 99.93% | 0.0040 [100:00% | 99.85%
Res2Net-101  [170:0008 | 100:00% | 99.98% | 0.0037 | 100:00% | 99.93%
EfficientNet-B7 | 0.0132 [ 100:00% | 99.63% | 00047 | 100:00% | 99.83%
ViT | 02073 | 9929% | 94.60% | 03768 | 98.78% | 92.43%
Swin-Base | 00033 | 100:00% | 99.88% | 0.0058 | 100:00% | 99.83%
MViT-V2-Base |0:0008 | 100:00%  100:00% | 0:0023 | 100:00% | 99.95%
ResNet:3D | 00041 [ 100:00%  100.00% | 0.0066 | 100.00% | 100.00%
TimeSformer | 0.0796 | 99.96% | 97.50% | 0.1238 | 99.94% | 97.00%

and fake) for training and evaluating the models. Thus out
of the four subsets of FakeAVCeleb dataset, we only use
two for our experiments i.e., (1) FakeVideo/FakeAudio, (2)
RealVideo/Real Audio.

We present scores of intra-dataset evaluation in Table 3
showing that all models perform pretty well in distinguishing
between fake and real faces. From Table 3, we can see that
all of the participating models achieved almost 99% AUC
and very low LogLoss score when tested in an intra-dataset
configuration. The numbers in 3 suggest that FakeAVCeleb
dataset is relatively easy and thus the models can accurately
distinguish between real and fake samples.

Table 11 in Appendix reports results achieved by all the
models when trained on FakeAVCeleb and evaluated on the
remaining three datasets. When we look at the numbers in
Table 11, it is apparent that almost all of the models perform
poorly on all the other datasets. We can see that in terms
of accuracy scores, the models are making random guesses.
LoglLoss and AUC scores are also not remarkably good in
inter-dataset evaluation.

For self-supervised models, the intra-dataset evaluation
scores are not as high as those achieved by the supervised
models, however, they are still not bad. This is understand-
able as these models aren’t trained in an end-to-end manner,
rather only the classification heads are trained on frozen
features, as previously mentioned. On this dataset, DINO
outperforms the other two models, i.e., CLIP and supervised
ViT, with a significant margin as indicated in Table 8.

In an inter-dataset evaluation setting, self-supervised mod-
els provide intriguing insights. Notably, DINO, trained on
the FakeAVCeleb dataset and evaluated on CelebDF-V2 and
FaceForensics++ datasets, demonstrates comparable results
to supervised image models. It’s worth highlighting that
DINO achieves this performance while only training the
classification head, in contrast to supervised models that
undergo full training. Also, the results suggest that training
more complex models on easier datasets do not yield good
performance scores when tested on out-of-distribution data
(overfitting).
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From the results given in Tables 3, 8, 10, 11 and 12 we can
infer that Fake AVCeleb dataset is not challenging enough for
the models to learn and is fairly easy to distinguish between
fake and real samples for both supervised and self-supervised
models. In addition to that, this dataset does not enhance
the models’ ability to learn robust distinguishing features
between real and fake faces, or in other words, it lacks at
integrating the generalisation capability into the models, as
is apparent from Tables 10, 11 and 12 in Appendix.

B. CELEBDF-V2
Table 4 presents the performance of supervised models when
trained and evaluated on CelebDF-V2 [40] dataset. Same as
it was the case with FakeAVCeleb dataset, almost all of the
participating models achieve excellent scores i.e., more than
97% accuracy and more than 99% AUC score, while having
a very small LogLoss. We can thus infer that the models quite
comfortably learnt to discriminate between real/fake samples
of the CelebDF-V2 dataset, similar to FakeAVCeleb dataset.
To gauge the extent to which this dataset aids models
in acquiring robust features for enhanced generalisation, we
carry out extensive inter-dataset evaluation involving all par-
ticipating models trained on CelebDF-V2. The outcomes of
this evaluation are presented in Table 13 in the Appendix.
Surprisingly similar to the observations from models trained
on the FakeAVCeleb dataset and assessed on other datasets,
the models trained on CelebDF-V2 and subjected to inter-
dataset evaluation also display suboptimal performance. This
outcome could possibly be attributed to CelebDF-V2 not
being particularly challenging for the models to differentiate,
as they almost flawlessly categorise every real/fake sample.
Nonetheless, this dominance in classification also renders the
models less adept at handling unseen data, as evidenced by
the performance metrics detailed in Table 13 in the Appendix.
The evidence of CelebDF-V2 being less challenging to
learn is further substantiated by the outcomes obtained from
the self-supervised models, as illustrated in Table 8. The
numbers clearly demonstrate that even when training merely
a classification head on feature extractors that remain frozen,

11



IEEE Access

TABLE 4. Intra-dataset comparison of image models. The table below presents scores achieved by image models when trained and evaluated on CelebDF-V2 [40]

dataset.

CelebDF

| With Augs | No Augs

Model | yogloss | AUC | ACC | LogLoss | AUC | ACC
Xception | 00712 | 99.73% | 97.00% | 0.0367 | 99.95% | 98.55%
Res2Net-101  |10:0237 | 100:00% | 98.95% | 0.0185 | 99.99% | 99.45%
EfficientNet-B7 | 00433 | 99.95% | 98.40% | 0.0340 | 99.98% | 98.75%
ViT | 00336 | 99.96% | 98.60% | 0.0350 | 99.95% | 98.60%
Swin-Base | 00340 | 99.94% | 98.80% | 0.0202 | 99.97% | 99.40%
MViT-V2-Base | 0.0075 | 100:00% | 99:70% | 0.0096 | 100.00% | 99.70%
ResNet:3D | 00748 | 99.68% | 97.00% | 0.1525 | 98.68% | 95.00%
TimeSformer | 00309 [/100:00% | 98.00% | 0.0220 | 99.96% | 99.00%

models still manage to achieve commendable results. For
inter-dataset evaluation, self-supervised models trained on
CelebDF-V2 and tested on the other datasets yield outcomes
akin to those of supervised models, but in some cases,
e.g., for DFDC self-supervised models show a considerable
performance drop. For additional details, kindly consult Ta-
bles 13 and 14 in the Appendix.

C. FACEFORENSICS++

The performance metrics for all supervised models when
trained and evaluated on the FaceForensics++ [33] dataset are
presented in Table 5. These results are noticeably less favor-
able compared to those achieved with the previous datasets,
FakeAVCeleb and CelebDF-V2. Few models managed to
exceed 95% accuracy and LogLoss scores are also less im-
pressive in comparison. The metrics imply that this dataset
presents a relatively intricate challenge for the models to dif-
ferentiate between real and fake samples. The self-supervised
models also encounter difficulties in achieving good scores
on the FaceForensics++ dataset, as evident from the numbers

in Table 8. This reaffirms the notion that accurately distin-
guishing between fake and real faces in the FaceForensics++
dataset poses a formidable task. This prompts us to question
whether a more demanding dataset corresponds to enhanced
generalisation capabilities.

Consequently, we move forward with evaluating all super-
vised models trained on the FaceForensics++ dataset using
an inter-dataset evaluation framework. The insights from this
evaluation are outlined in Table 15 within the Appendix.
The models exhibit satisfactory performance even when con-
fronted with data originating from previously unseen do-
mains. Noteworthy is the improved ability of models trained
on the FaceForensics++ dataset and assessed on diverse
datasets to generalise effectively. This contrasts with mod-
els trained on the FakeAVCeleb and CelebDF-V2 datasets,
which tend to exhibit comparatively poor generalisation ca-
pabilities. To illustrate, the assessment of MViT trained on
FaceForensics++ and evaluated on the FakeAVCeleb dataset
yields an accuracy exceeding 80% and an AUC score ex-
ceeding 90%. Furthermore, not only on the FakeAVCeleb

TABLE 5. Intra-dataset comparison of image models. The table below presents scores achieved by image models when trained and evaluated on

FaceForensics++ [33] dataset.

FaceForensics++

| With Augs | No Augs

Model | jogLoss | AUC | ACC | LogLoss | AUC | ACC
Xception | 02342 | 96.96% | 91.05% | 02957 | 95.85% | 89.03%
Res2Net-101 | 02165 | 97.87% | 9348% | 0.3213 | 97.30% | 91.85%
EfficientNet-B7 | 03111 | 9692% | 90.33% | 03737 | 94.02% | 86.95%
ViT | 02445 | 9727% | 92.18% | 03571 | 94.04% | 85.15%
Swin-Base | 01573 | 98558% | 9490% | 02191 | 97.60% | 92.18%
MViT-V2-Base | 0.1828 | 98.34% | 94.10% | 01918 | 97:63% | 93:00%
ResNet-3D | 0.3224 | 9642% | 90.36% | 0.3085 | 96.19% | 91.07%
TimeSformer | 0.2807 | 97.10% | 90.00% | 0.2451 | 96.76% | 90.71%
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TABLE 6. Intra-dataset comparison of image models. The table below presents scores achieved by image models when trained and evaluated on DFDC [43]

dataset.

DFDC

| With Augs | No Augs
Model
| LogLoss | AUC | ACC | LogLoss | AUC | ACC

Xception \ 0.5613 \ 88.75% \ 77.63% \ 0.5120 \ 91.68% \ 80.65%

Res2Net-101 \ 0.5570 \ 90.64% \ 79.98% \ 0.5691 \ 91.78% \ 83.45%

EfficientNet-B7 ‘ 0.5542 ‘ 89.97% ‘ 79.30% ‘ 0.4263 | 93.30% ‘ 84.15%

ViT | 04696 | 91.89% | 81.08% | 0.5709 | 89.44% | 78.35%

Swin-Base \ 0.5602 \ 90.89% \ 82.60% \ 0.6650 \ 87.77% \ 79.05%

MViT-V2-Base | 0.6079 | 88.41% | 78.90% | 0.5491 | 90.65% | 82.40%

ResNet-3D ‘ 0.5865 ‘ 85.64% ‘ 75.75% ‘ 0.6739 ‘ 84.69% ‘ 73.50%

TimeSformer \ 0.4870 \ 91.18% \ 83.25% \ 0.6176 \ 92.30% \ 81.75%
dataset, we can also see encouraging performance from all 94 With Augs
models trained on this dataset and evaluated on others. The No Augs @  No Augs
results in Tables 15 :fmd 16 in Appendix support the stat'em.ent - . e With Augs
that more challenging datasets mean better generalisation 931
capability. But we have to further re-enforce this statement No Augs @ o Augs With Augs
after evaluating the models trained using DFDC [43] dataset S 92 #Noauss — ‘ No Augs
in the upcoming section. - ! With Augs

g @ With Augs
D. DFDC ¥ A With Augs
. . . < H € Xception

DFDC is one of the biggest and widely adopted deepfake ! @ Res2Net-101
detection benchmarks. We present intra-dataset evaluation 901 A o augs ; b
scores of our models trained and evaluated on DFDC in Swin-Base
Table 6. Res2Net-101 turned out to be the best model in 89 I ::';’;;Vé?)ase
this evaluation, managing to achieve more than 84% accuracy No Augs ® TimesFormer
score, 93% AUC score on the DFDC dataset. Self-supervised 20 20 0 20 100 130

models also achieve relatively low scores when trained and
evaluated on DFDC, as apparent from Table 8. This estab-
lishes that DFDC is comparably more challenging dataset out
of all the four datasets in this study.

In Table 17 inside the Appendix section we present inter-
dataset evaluation scores achieved by the supervised models
trained on DFDC dataset. It is evident from the numbers that
the models trained using DFDC dataset still achieve accept-
able performance on unseen data, as compared to the scores
achieved by the models which were trained on FakeAVCeleb
and CelebDF-V2. Also, by looking at the results now, we can
affirm the statement that models trained using more challeng-
ing datasets seem to achieve better results. This finding is
evident from Tables 10, 15, 16, 17 and 18.

E. DISCUSSION

1) Supervised Models

In Figure 3, we illustrate a comparison of all participating
supervised models based on their attained accuracy scores in
an intra-dataset evaluation context. The visualisation clearly
indicates that there exists minimal performance difference
among the models. Across the majority of cases, the models
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Num. Parameters (millions)

FIGURE 3. Performance (accuracy) comparison of participating models on all
datasets. The reported scores result in an intra-dataset evaluation. Results in
this figure are obtained by evaluating each model separately on each dataset
and averaging the resulting scores. In addition to this, the figure presents the
performance of each model trained with and without the augmentations, along
with their parameter count.

achieve accuracy levels ranging from approximately 92% to
94%.

Notably, the figure underscores that image augmenta-
tions do not always yield significant performance gains. For
instance, XceptionNet, Res2Net-101, MViT-V2-Base and
EfficientNet-B7 display superior performance when trained
without image augmentations, as compared to their coun-
terparts trained with augmentations. Nonetheless, the diver-
gence in accuracy scores between models trained with and
without image augmentations is generally modest, except in
the case of ViT. Specifically, the ViT trained with image
augmentations achieves an accuracy of 91.62%, whereas
the ViT trained without augmentations records an accuracy
of 88.63%. In addition to this, Figure 3 highlights that
transformer models consistently perform better when trained

13
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FIGURE 4. TSNE visualisations of the participating detection models. We chose the best performing models on all datasets (with/without image augmentations).

using augmentations. Additionally, video models also exhibit
better performance when trained using image augmentations.
An important insight is that the best-performing model,
Swin-Base, attains its peak accuracy when trained with image
augmentations, further advocating for the incorporation of
augmentations in training protocols.

Furthermore, it’s worth noting that the transformer models
(Swin-Base and MViT-V2-Base, TimeSformer) demonstrate
superior performance compared to their CNN counterparts.
Interestingly, the Res2Net-101 model also achieves remark-
able numbers in the intra-dataset evaluation context, despite
having roughly half the number of parameters (43 million pa-
rameters) compared to the top-performing Swin-Base model
(87 million parameters). Figure 3 and Table 7 collectively
indicate a valuable observation: models equipped with multi-
scale feature processing capabilities, such as Res2Net, MViT-
V2 and Swin Transformer, exhibit the best performance
among all the models.

Moving towards inter-dataset analysis, we present the out-
comes attained by the supervised models when assessed in an
inter-dataset context through Figure 7 in Appendix section.
The figure showcases that the models exhibit noticeably
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reduced performance levels in inter-dataset evaluation com-
pared to intra-dataset evaluation. This discrepancy is reason-
able since detection models tend to experience performance
degradation when confronted with data originating from
unseen distributions. However, the Figure 7 in Appendix

TABLE 7. This table compares the performance of all the participating
(supervised) models. We present scores after averaging the scores (LogLoss,
AUC, Accuracy) achieved by each model when evaluated in an intra-dataset
setting.

Performance Comparison of Supervised Models on All Datasets

| With Augs | No Augs

Model "} ogLoss | AUC | ACC | LogLoss | AUC | ACC
Xception | 02179 | 9636% | 91.40% | 02121 | 96.87% | 92.02%
Res2Net-101  [[00:139577| 97.12% | 93.10% | 0.2282 [19727%| 93.67%
EfficientNet-B7 | 0.2305 | 96.71% | 91.92% | 02097 | 96.83% | 92.42%
ViT | 02388 | 97.10% | 91.62% | 0.3350 | 95.55% | 88.63%
Swin-Base | 0.1494 | 97.35% | 94.05% | 02275 | 96.34% | 92.63%
MVIT-V2-Base | 0.1998 | 96.68% | 93.16% | 0.1882 | 97.07% | 93.76%
Resnet-3D | 0.2470 | 9544% | 90.77% | 01620 | 94.89% | 89.89%
TimeSformer | 0.2196 | 97.06% | 92.18% | 02521 | 97.24% | 92.12%
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TABLE 8. This table compares the performance of all the participating (self-supervised) models when evaluated in an intra-dataset setting. The statistics of this

table are illustrated in Figure 10 in Appendix.

Performance Comparison of Self-Supervised Models on Individual Datasets

| With Augs | No Augs |
Model ™) ogloss | AUC | ACC | LogLoss | AUC | Acc |  Pataset
Supervised | 0.4105 | 90.19% | 82.50% | 03727 | 91.77% | 85.50% |
Dino | 01444 | 99.00% | 9533% | 0.0801 | 99.64% | 97.25% | piioavCeleh
cLIp | 04369 | 89.88% | 81.20% | 03715 | 93.37% | 84.55% |

\ \ \ \ \ \ \
Supervised | 02941 | 9552% | 88.05% | 0:2237 | 97.18% | 91.80% |
Dino | 03655 | 197:31% | 90.90% | 03930 | 97.10% | 88.90% |  (CuebDE.V2
cLIp | 03750 | 91.43% | 82.80% | 03399 | 94.73% | 8540% |

\ \ \ \ \ \ \
Supervised | 0.5182 | 83.11% | 74.95% | 04971 | 8547% | 77.43% |
Dino | 11758 | 88.67% | 80.60% | 1.1186 | 89.48% | 8185% | pooopooooo
cLp | 05019 | 8275% | 74.15% | 05093 | 85.16% | 75.80% |

\ \ \ \ \ \ \
Supervised | 0.5836 | 79.19% | 68.65% | 0.5829 | 80.93% | 72.63% |
Dino | 22839 | 8072% | 7238% | 15812 | 8303% | 74.15% |  proc
cLp | 05601 | 79.08% | 71.75% | 05196 | 83.12% | 75.00% |

reports a useful finding: across all datasets, as compared to
CNN models the transformers consistently emerge as the top-
performing models. We refer readers to Table 10 in the Ap-
pendix section to examine the inter-dataset scores achieved
by models on each of the dataset.

We also present the TSNE [71] plots of all the supervised
models in Figure 4, to visually represent how the models
separate real faces from the fake ones. Also, it gives us
an idea about how the models group together faces coming
from same datasets near to each other as compared to the
faces coming from a different dataset. The TSNE plots also
help us visualise which datasets are more challenging than
the others. For example, if we look at the TSNE plots in
Figure 4, we can see that the models tend to separate the
easier datasets (FakeAVCeleb and CelebDF-V2) in a better
way, as compared to how they separate the more challenging
datasets (FaceForensics++ and DFDC).

Another notable observation is that image models tend
to perform the separation task more effectively compared
to video models. This is expected, considering our earlier
mention that video models typically require larger amounts
of training data (we trained both image and video models
on the same dataset in this study). As part of our future
research, we aim to explore video models on larger datasets
to further validate this hypothesis. Despite this, the t-SNE
visualizations reveal an interesting insight: while the video
model ResNet-3D may struggle to distinguish between real
and fake faces within the same dataset, it excels at effectively
separating data from different datasets.

In addition to that, for a better diagnosis of the models we
also visualise the predictions using Gradient-weighted Class
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Activation Mapping (Grad-CAM)® [72]. Figure 6 in appendix
section presents Grad-CAMs of the supervised image models
on all datasets. It is interesting to observe that all models, to
varying degrees, concentrate on different facial regions when
making predictions.

Furthermore, we provide the ROC, DET curves for the
participating models assessed in an intra-dataset context, as
illustrated in Figures 8 and 9 in the Appendix respectively.
The corresponding AUC scores reinforce the notion that
FakeAVCeleb and CelebDF-V2 datasets present less com-
plexity to the models in comparison to FaceForensics++
and DFDC datasets. This underscores the idea that training
the models on more challenging datasets, rather than easier
ones, enhances their generalisation capabilities for deepfake
detection.

The scores (LogLoss, AUC, ACC) reported in Tables 7 and
9 for each model are calculated by averaging the individual
scores achieved by that specific model on each dataset. For
example, s, s2, s3, s4 are scores that a model achieved on
datasets d1, d2, d3 and d4.

2) Self-Supervised Models

In Figure 5 we show a similar comparison involving self-
supervised models. It is clear that DINO outperforms the
other two models. A careful examination of the outcomes
in Tables 8 and 9 enables us to deduce that self-supervised
features, particularly DINO, yield superior feature represen-
tations in comparison to CLIP and supervised. To strengthen
this finding further, we illustrate the ROC and DET curves in
Figures 10 and 11 in the Appendix respectively.

9https://github.com/jacobgil/pytorch-grad-cam
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TABLE 9. This table compares the performance of the self-supervised
models. We present scores after averaging the scores (LogLoss, AUC,
Accuracy) achieved by each model on the four datasets, when evaluated in an
intra-dataset setting. In this table, Supervised refer to ViT-Base model
pre-trained using supervised training scheme. DINO refers to ViT-Base model
pre-trained using self-supervised scheme proposed in [24] and CLIP refers to
ViT-Base pre-trained using self-supervised scheme prposed in [25]. All of
these ViT-Base models are used as feature extractors, where we only train a
classification head on top of each of the feature extractor and freeze the
weights of feature extractors.

Performance Comparison of Self-Supervised Models on All Datasets

With Augs |
| LogLoss | AUC | ACC | LogLoss | AUC | ACC
Supervised |[7045167| 87.00% | 78.54% [04191 | 88.84% | 81.59%
Dino | 09924 [ 9143% | 8480% | 07932 [ 9231% | 8554%
CLIP | 04685 | 85.78% | 77.48% | 04351 | 89.09% | 80.19%

No Augs

Model

3) The Outcome

Answering the six questions that we posed at the beginning
of this study in Section I:

« identifying the most effective models for detecting deep-
fakes among those being tested - Ans: Models equipped
with multi-scale feature representation capabilities, such
as MViT-V2, Res2Net-101 and Swin Transformer (hierar-
chical representations).

« pinpointing the model with the highest ability to adapt to
new and unseen data - Ans: Upon examining the tables in
the Appendix section, it becomes evident that MViT-V2
consistently achieves superior performance scores com-
pared to other models in the majority of cases. Further-
more, these tables also highlight that Transformer models
generally outperform CNN models in most scenarios.

o assessing the difficulty of different datasets for model
training - Ans: DFDC and FaceForensics++ datasets pose
greater challenges for the models to learn in comparison
to CelebDF-V2 and FakeAVCeleb datasets.

« determining the dataset that best facilitates generalisation
to unseen data - Ans: Table 10 in the Appendix confirms
that the FaceForensics++ dataset promotes strong gener-
alisation of models to unseen data, with the DFDC dataset
ranking second in this regard.

o evaluating the performance of self-supervised training
strategies - Ans: From Tables 8 and 9, it is evident that
DINO [24] outperforms the other two competing strate-
gies in intra-dataset evaluation across all datasets.

o examining the impact of augmentations on enhancing
model performance - Ans: Within the scope of this study,
the augmentations that we have employed have a min-
imal effect on models’ performance i.e., in some cases,
augmentations help models achieve better performance,
while in other cases, they don’t.

V. CONCLUSIONS

We conducted a comprehensive study to assess the effective-
ness of various image and video classification architectures
for deepfake detection. Models were initially pre-trained us-

16

. No Augs
85 1 ‘ With Augs
84
83
g
82
>
v No Augs
!
81 |
o i
< No Augs i
80
79
With Augs - -
f € SupervisedViT
78 4 ! @® DoiNO
With Augs @ CLIP
82 84 86 88 90

Num. Parameters (millions)

FIGURE 5. Performance (accuracy) comparison of two self-supervised ViT
models and one supervised ViT. The reported scores result in an intra-dataset
evaluation. Results in this figure are obtained by evaluating each model
separately on each dataset and averaging the resulting scores. In addition to
this, the figure presents the performance of each model trained with and
without the augmentations. All of of the three models have the same amount of
trainable parameters since they all are ViT-Base models and the only
difference is the pre-training schemes used to train the models.

ing both supervised and self-supervised approaches and then
evaluated on four prominent deepfake detection datasets.
Our extensive experiments revealed that models adept at
processing multi-scale features, such as Res2Net-101, MViT-
V2 and Swin Transformer, consistently outperformed others
in intra-dataset comparisons. Notably, MViT-V2-Base and
Res2Net-101 achieved superior performance with approx-
imately half the parameters of the Swin-Base transformer
model. Regarding generalisation across datasets, transformer
models consistently outperformed CNN models, with Face-
Forensics++ [33] and DFDC [43] enhancing generalisation
capabilities.

Our investigation into models pre-trained using self-
supervised strategies showed that the ViT-Base model, pre-
trained using DINO [24], outperformed both supervised ViT-
Base and self-supervised CLIP [25] ViT-Base models. Addi-
tionally, our findings indicate that the selected image aug-
mentations lead to improved performance for Transformer
models, while offering comparably less notable benefits for
CNN models.
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APPENDIX
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FIGURE 6. CBAM visualisations of the supervised image models.
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TABLE 10. This table compares the performance of all the participating (supervised) models evaluated in an inter-dataset setting. Results in this table are obtained
by, (1) evaluating each model trained on one dataset on each of the remaining datasets and (2) averaging the achieved scores, i.e., add the 3 accuracy scores and
divide by 3. Figure 7 illustrate the statistics of this table.

Inter-Dataset Evaluation

| With Augs | No Augs | Training Dataset
Model | LogLoss | AUC | ACC | LogLoss | AUC | ACC |
Xception | 74484 | 57.69% | 5243% | 68728 | 5541% | 51.99% |
Res2Net-101 | 85574 | 5877% | 51.98% | 7.0666 | 60.64% | 52.18% |
EfficientNet-B7 | 85664 | 6232% | 5342% | 107718 | 60.05% | 5249% |
ViT | 67348 | 61.01% | 51.60% | 91672 | 5845% | 5138% |
Swin-Base | 51077 | 6254% | 53.32% | 43274 | 6488% | 5478% | FakeAVCeleb
MViT-V2-Base | 4.756¢4 | 5878% | 51.73% | 42891 | 5938% | 52.11% |
ResNet-3D [ 44308 | 57.61% | 5299% | 38206 | 60.09% | 51.99% |
TimeSformer | 4.7334 | 61.55% | 50.76% | 47759 | 63.95% | 53.89% |
Xception | 39439 | 6506% | 5225% | 48776 | 6640% | 5222% |
Res2Net-101 | 54266 | 6590% | 51.97% | 56891 | 6621% | 5221% |
EfficientNet-B7 | 59514 | 66.99% | 53.62% | 89668 | 67.13% | 53.14% |
ViT | 54921 | 6852% | 5271% | 89981 | 6636% | 5221% |
Swin-Base | 56007 | 7006% | 5288% | 48405 | 70.56% | 53.60% | CelebDF-V2
MViT-V2-Base | 4.8723 | 70.71% | 53.02% | 46419 | 6720% | 53.09% |
ResNet-3D | 68365 | 61.57% | 5130% | 50504 | 64.52% | 5176% |
TimeSformer | 45629 | 69.04% | 5450% | 49391 | 6943% | 54.89% |
Xception | 10701 | 69.92% | 6073% | 1.1262 | 67.78% | 59.62% |
Res2Net-101 | 1.0165 | 7346% | 64.09% | 12360 | 73.61% | 66.44% |
EfficientNet-B7 | 08792 | 7951% | 6871% | 10068 | 69.80% | 6352% |
ViT | 07899 | 7845% | 6832% | 08301 | 73.24% | 6587% |
Swin-Base | 08517 | 7794% | 6621% | 08482 | 7803% | 6546% | FaceForensics++
MViT-V2-Base | 08407 | 7975% | 7072% | 0292 | 7585% | 67.67% |
ResNet-3D | 10639 | 7447% | 67.00% | 13331 | 66.61% | 59.50% |
TimeSformer | 1.0665 | 7559% | 68.67% | 08492 | 77.03% | 68.33% |
Xception | 12959 | 63.62% | 59.15% | 1.6780 | 64.18% | 58.18% |
Res2Net-101 | 20224 | 67.80% | 6258% | 17396 | 69.50% | 6285% |
EfficientNet-B7 | 1.0388 | 7132% | 6528% | 12764 | 72.28% | 66.56% |
ViT | 12198 | 7045% | 6386% | 12498 | 6471% | 60.65% |
Swin-Base | 12423 | 7349% | 61.72% | 13802 | 6949% | 64.55% | DFDC
MViT-V2-Base | 12329 | 7237% | 6438% | 12254 | 72.68% | 66.98% |
ResNet-3D | 11354 | 66.69% | 6145% | 11354 | 6627% | 62.00% |
TimeSformer | 11421 | 70.66% | 66.60% | 16584 | 71.77% | 65.00% |
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TABLE 11. Inter-dataset evaluation scores of models trained on FakeAVCeleb [45] dataset and evaluated on the remaining three datasets.

Training Dataset: FakeAVCeleb

| With Augs | No Augs | Evaluation Dataset
Model | LogLoss | AUC | ACC | LogLoss | AUC | ACC |
Xception | 31366 | 5052% | 56.10% | 39659 | 44.63% | 5425% |
Res2Net-101 | 3.9007 | 57.61% | 5460% | 32127 | 56.73% | 54.50% |
EfficientNet-B7 | 57925 | 5931% | 54.50% | 123786 | 5430% | 51.65% |
VIT | 47035 | 5651% | 51.60% | 7.0900 | 52.18% | 4665% |  CelebDF-V2
Swin-Base | 35148 | 61.13% | 57.70% | 2.8360 | 62.54% | 61.45% |
MViT-V2-Base | 45526 | 6537% | 5400% | 3.6492 | 58.18% | 55.05% |
ResNet:3D | 24752 | 53.88% | 51.00% | 17475 | 5736% | 49.00% |
TimeSformer | 3.9086 | 51.60% | 48.00% | 32374 | 58.52% | 55.00% |
Xception | 10.3539 | 6290% | 50.38% | 89711 | 63.06% | 5033% |
Res2Net-101 | 116456 | 5923% | 50.18% | 97934 | 58.54% | 50.53% |
EfficientNet-B7 ‘ 10.5412 ‘ 63.80% ‘ 52.45% ‘ 10.4825 ‘ 63.13% ‘ 52.05% |
ViT | 93036 | 61.70% | 51.10% | 123768 | 58.44% | 5093% | g oo
Swin-Base | 6.1675 | 6297% | 50.70% | 55166 | 6487% | 5123% |
MViT-V2-Base | 48833 | 5651% | 50.65% | 47116 | 63.40% | 50.85% |
ResNet:3D | 67343 | 5130% | 50.71% | 59796 | 53.99% | 50.71% |
TimeSformer | 6.0010 | 62.61% | 51.79% | 6.1889 | 62.60% | 5143% |
Xception | 88546 | 59.65% | 50.80% | 7.6813 | 58.53% | 51.40% |
Res2Net-101 | 10.1260 | 59.48% | 51.15% | 8.1937 | 66.66% | 51.50% |
EfficientNet-B7 | 93656 | 63.86% | 5330% | 9.4543 | 62.71% | 53.78% |
ViT | 61972 | 6481% | 52.10% | 8.0348 | 6471% | 56.58% | DEDC
Swin-Base | 56410 | 63.51% | S1.55% | 46297 | 6725% | 51.65% |
MViT-V2-Base | 4.8333 | 5446% | 50.55% | 4.5065 | 5655% | 50.43% |
ResNet:3D | 40828 | 67.65% | 57.25% | 37347 | 6891% | 5625% |
TimeSformer | 4.2907 | 7043% | 5250% | 4.9015 | 70.74% | 55.25% |

TABLE 12. Inter-dataset evaluation scores of self-supervised models fine-tuned on FakeAVCeleb [45] dataset and evaluated on the remaining three datasets.

22

Training Dataset: FakeAVCeleb

|

‘ With Augs ‘ No Augs ‘ Evaluation Dataset
Model | yogloss | AUC | ACC | LogLoss | AUC | ACC |
Supervised | IIO0ST | 60.65% | 58.50% | 1:2554| 58.82% | 55.75% |
Dino | 27798 | 6407% | 60.65% | 27178 | 6339% | 60.50% |  coebDF.v2
cLIp | 18561 | 50.22% | 50.50% | 32978 | 52.29% | 50.15% |
Supervised | 22969 [6299% | 53.48% | 22189 [6415% | 55.08% |
Dino | 75589 | 6159% | 57.793% | 84257 | 6274% | 5205% | puiope o s
cLp | L1427 | 58.52% | 55.30% | L5146 60.47% | 56:83% |
Supervised | 1.8896 | 65:60% | 56.05% | 1.8893 | 68:37% | 57.70% |
Dino | 82808 | 59.25% | 54.10% | 9.0520 | 62.46% | 52.40% | DFDC
CLIP | 112600 | 64.49% | 5945% | 20150 | 65.06% | 56.98% |
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TABLE 13. Inter-dataset evaluation scores of models trained on CelebDF-V2 [40] dataset and evaluated on the remaining three datasets.

Training Dataset: CelebDF-V2

| With Augs | No Augs | Evaluation Dataset
Model | LogLoss | AUC | ACC | LogLoss | AUC | ACC |
Xception | 47313 | 65.82% | 51.68% | 5.1136 | 61.77% | 51.78% |
Res2Net-101 | 57429 | 69.08% | 52.30% | 43332 | 71.01% | 52.83% |
EfficientNet-B7 | 7.4940 | 63.86% | 52.05% | 9.6846 | 65.93% | 51.45% |
ViT | 50347 | 69.00% | 5308% | 9.6735 | 61.89% | 52.18% |  RakeAVCeleh
Swin-Base | 6.0084 | 67.63% | 52.20% | 48922 | 68.28% | 52.70% |
MViT-V2-Base | 5.1980 | 7243% | 52.75% | 53953 | 6124% | 51.55% |
ResNet-3D | 6.0756 | 6279% | 50.50% | 4.9703 | 61.58% | 50.50% |
TimeSformer | 4.8465 | 69.73% | 53.00% | 58829 | 68.77% | 54100% |
Xception | 42473 | 63.26% | 53.53% | 5.6357 | 63.68% | 53.58% |
Res2Net-101 | 63947 | 64.79% | 53.33% | 6.9000 | 63.59% | 52.90% |
EfficientNet-B7 | 63164 | 65.07% | 5480% | 89065 | 66.31% | 53.98% |
ViT | 61010 | 68.14% | 5353% | 9.9676 | 65.50% | 53.50% | ool
Swin-Base | 60278 [70.13% | 5423% | 55408 | 6845% | 54.30% |
MVIiT-V2-Base | 52175 | 70.01% | 53.15% | 46160 | 67.88% | 54.08% |
ResNet-3D | 7.1877 | 60.00% | 52.14% | 5.6544 | 66.01% | 54.29% |
TimeSformer | 4.8228 | 68.84% | 57.50% | 5.0219 | 67.55% | 5643% |
Xception | 28532 | 66.11% | 51.55% | 38835 | 67.74% | 51.30% |
Res2Net-101 | 4.1424 | 63.83% | 50.28% | 5.8342 | 64.01% | 50.90% |
EfficientNet-B7 | 4.0438 | 72.05% | 5400% | 83092 | 69.17% | 54.00% |
ViT | 53405 | 6841% | 51.53% | 73534 | 71.69% | 50.95% | DFDC
Swin-Base | 47659 | 7242% | 5220% | 4.0886 | 7495% | 53.80% |
MVIiT-V2-Base | 4.2014 | 69.69% | 53.15% | 3.9144 | 7248% | 53.65% |
ResNet-3D | 72461 | 6191% | 51.25% | 4.5265 | 65.97% | 50.50% |
TimeSformer | 4.0195 | 68.56% | 53.00% | 3.9124 | 71.98% | 5425% |

TABLE 14. Inter-dataset evaluation scores of self-supervised models fine-tuned on CelebDF-V2 [40] dataset and evaluated on the remaining three datasets.
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Training Dataset: CelebDF-V2

|

‘ With Augs ‘ No Augs ‘ Evaluation Dataset
Model | yogloss | AUC | ACC | LogLoss | AUC | ACC |
Supervised | 1:86807 | 65.64% | 53.70% | 17462 66.18% |56:58% |
Dino | 85606 | 68.16% | 57.35% | 10.6620 | 6648% | 53.10% |  poioavceleb
cLIp 20280 | 61.23% | 52.60% | 22300 | 60.48% | 53.28% |
Supervised | 19176 | 63.57% | 54.63% | 20464 | 64.77% | 55.63% |
Dino | 93992 | 6471% | 56.60% | 92731 [ 66.18% | 5625% | puoForensicsit
CLIP | 155848 | 60.23% | 53.58% | 1504077 66.12% | 58:88% |
Supervised | 3.0170 | 5342% | 49.65% | 3.3809 | 5149% | 50.20% |
Dino | 138247 | 52.52% | 50.60% | 10.2818 | 54.76% | 52:60% | DFDC
CLIP | 22078 | 59.35% | 50.80% | 2.6224 | 58.78% | 51.02% |
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TABLE 15. Inter-dataset evaluation scores of models trained on FaceForensics++ [33] dataset and evaluated on the remaining three datasets.

Training Dataset: FaceForensics++

| With Augs | No Augs | Evaluation Dataset
Model | LogLoss | AUC | ACC | LogLoss | AUC | ACC |
Xception | 08691 | 79.62% | 65.88% | 07795 | 76.14% | 6693% |
Res2Net-101 | 07693 | 83.01% | 71.28% | 0.6527 | 8548% | 76.83% |
EfficientNet-B7 | 0.5782 | 89.59% | 77.05% | 0.7375 | 77.88% | 70.08% |
ViT | 06648 | 83.05% | 70.65% | 07419 | 7640% | 6923% |  FakeAVCeleb
Swin-Base | 05880 | 87.72% | 72.95% | 0.6373 | 89.10% | 71.15% |
MViT-V2-Base | 0:3654 | 92.96% | 84:65% | 04047 | 90.25% | 81.90% |
ResNet-3D | 07903 | 83.55% | 68.00% | 1.1338 | 73.34% | 62.50% |
TimeSformer | 09135 | 79.33% | 75.00% | 07900 | 76.65% | 70.50% |
Xception | 10426 | 65.92% | 61.60% | 12566 | 6239% | 58.65% |
Res2Net-101 | 10751 | 67.85% | 6240% | 14218 | 6546% | 59.80% |
EfficientNet-B7 | 07759 | 7846% | 69.95% | 10103 | 67.24% | 6125% |
ViT | 05915 | 8244% | T410% | 08504 | 75.01% | 6540% |  ulebDF-V2
Swin-Base | 07136 | 74.58% | 67.05% | 07879 | 70.94% | 63.75% |
MVIiT-V2-Base | 09791 | 76.66% | 6535% | 07912 | 68.69% | 62.70% |
ResNet-3D | 11992 | 66.12% | 65.00% | 1.5866 | 59.44% | 55.00% |
TimeSformer | 11745 | 73.68% | 63.00% | 07446 | 80.40% | 71.00% |
Xception | 12988 | 64.22% | 5470% | 13424 | 64.81% | 53.28% |
Res2Net-101 | 12052 | 69.51% | 58.60% | 1.6336 | 69.89% | 62.70% |
EfficientNet-B7 | 12835 | 7049% | 59.13% | 12726 | 6429% | 59.23% |
ViT | L1135 | 69.87% | 60.20% | 0:8981 | 68.20% | 62.98% | DFDC
Swin-Base | 12534 | 71.53% | 58.63% | 11194 [ 7404% | 61.48% |
MVIiT-V2-Base | 1.1775 | 69.63% | 62.15% | 09917 | 68.61% | 58.40% |
ResNet-3D | 12023 | 73.75% | 68.00% | 127838 | 67.04% | 61.00% |
TimeSformer | LI116 | 73.77% | 68.00% | 10129 | 74.04% | 63.50% |

TABLE 16. Inter-dataset evaluation scores of self-supervised models fine-tuned on FaceForensics++ [33] dataset and evaluated on the remaining three datasets.
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Training Dataset: FaceForensics++

|
‘ With Augs ‘ No Augs ‘ Evaluation Dataset
Model | yogloss | AUC | ACC | LogLoss | AUC | ACC |
Supervised |0:74007 | 69:21% | 64:70% | 0:7968 | 69:54% | 64:35% |
Dino | 34485 | 6266% | 60.32% | 36146 | 6473% | 6145% |  po v
cLIp | 08256 | 6537% | 59.63% | 09682 | 66.54% | 59.35% |
Supervised | 0:6256 | 7447% | 66:70% | 06993 | 71.45% | 6600% |
Dino | 30070 | 6839% | 59.50% | 34239 | 65.94% | 60.10% |  ceebDE-V2
CLIP 0.6627 | 68.77% | 61.45% | 06678 | 7397% | 65.45%
Supervised | 1.1463 | 61.54% | 58.38% | 1.1353 | 66.51% | 61.90% |
Dino | 75253 | 58.14% | 54.35% | 59902 | 61.83% | 57.73% | DFDC
CLIP | 0.6647 | 7149% | 66.60% | 0.8275 | 67.59% | 62.85% |
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TABLE 17. Inter-dataset evaluation scores of models trained on DFDC [43] dataset and evaluated on the remaining three datasets.

Training Dataset: DFDC

| With Augs | No Augs | Evaluation Dataset
Model | LogLoss | AUC | ACC | LogLoss | AUC | ACC |
Xception | 14046 | 58.38% | 5525% | 18346 | 6031% | 53.63% |
Res2Net-101 | 2.0891 | 59.23% | 56.33% | 1.6953 | 59.77% | 55.43% |
EfficientNet-B7 | 10800 | 6531% | 61.63% | 1.0920 | 71.87% | 6540% |
ViT | 12515 | 5931% | 56.00% | 11361 | 60.12% | 5743% |  FakeAVCeleb
Swin-Base | 12053 | 67.81% | 6290% | 12668 | 63.48% | 60.25% |
MVIiT-V2-Base | 12121 | 6346% | 60.05% | 12139 | 65.75% | 61.30% |
ResNet:3D | L1114 | 63.19% | 5450% | 12748 | 62.02% | 56.50% |
TimeSformer | 1.1582 | 65.34% | 62.00% | 1.6968 | 67.80% | 61.00% |
Xception | L1784 | 67.90% | 6125% | 17465 | 6495% | 58.20% |
Res2Net-101 | 1.2293 | 83.01% | 74.95% | 1.1859 | 83.57% | 72.35% |
EfficientNet-B7 | 0.8278 | 79.82% | 70.15% | 12972 | 74.27% | 6845% |
ViT | 07301 | 85.62% | 7645% | 09351 | 7381% | 6725% |  cuebDF-V2
Swin-Base | 08411 | 8436% | 76.60% | 1.1246 | 80.34% | 73.20% |
MVIiT-V2-Base | 0.8548 | 87.83% | 71.55% | 07711 | 8475% | 76.75% |
ResNet-3D | 07638 | 79.60% | 72.00% | 0.7806 | 77.88% | 72.00% |
TimeSformer | 1.0558 | 7648% | 71.00% | 13635 | 79.60% | 74.00% |
Xception | 13048 | 64.59% | 60.95% | 14530 | 67.29% | 62.70% |
Res2Net-101 | 27490 | 61.15% | 56.48% | 23375 | 65.15% | 60.78% |
EfficientNet-B7 || 1:2085 | 68.82% | 64.08% | 14401 | 7071% | 6583% |
ViT | 16779 | 6643% | 59.13% | 1.6781 | 60.19% | 57.08% | ool
Swin-Base | 16806 | 68.32% | 63.65% | 1.7493 | 64.66% | 60.20% |
MVIiT-V2-Base | 1.6317 | 65.82% | 61.55% | 1.6911 | 67.54% | 62.88% |
ResNet-3D | 15308 | 57.27% | 57.86% | 1.3507 | 58.91% | 57.50% |
TimeSformer | 12122 [ 70.17% | 6679% | 19148 | 67.90% | 60.00% |

TABLE 18. Inter-dataset evaluation scores of self-supervised models fine-tuned on DFDC [43] dataset and evaluated on the remaining three datasets.

VOLUME 4, 2016

Training Dataset: DFDC

|
‘ With Augs ‘ No Augs ‘ Evaluation Dataset
Model | yogloss | AUC | ACC | LogLoss | AUC | ACC |
Supervised | 1.2860 | 57.72% | 5225% |10:959377 60.67% | 57.58% |
Dino | 35511 | 6045% | 5670% | 38135 | 6142% | 5920% |  poioavcCeleb
cLIp | L1978 | 55.09% | 5233% | 1.1680 | 55.04% | 54.80% |
Supervised | 0.8549 [ 7257% | 6520% | 08149 | 69.37% | 65.95% |
Dino | 28856 | 69.28% | 63.50% | 34654 | 6235% | 5750% |  CerebDE.V2
CLIP | 07905 | 66.77% | 60.65% | 0:6538 | 7681% | 71:40% |
Supervised | 0.9295 | 64.05% | 59.15% | 08214 | 67.33% | 62.10% |
Dino | 33117 | 6387% | 59.28% | 29844 | 66.65% | 6195% | puoopo oy
CLIP | 07500 | 66.29% | 61.90% | 08216 | 68.50% | 63.08% |
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FIGURE 8. ROC curves of each of the model when evaluated on each of the 4 different participating datasets in an intra-dataset evaluation setting.
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FIGURE 9. DET curves of each of the model when evaluated on each of the 4 different participating datasets in an intra-dataset evaluation setting.
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FIGURE 10. ROC curves of self-supervised models trained and evaluated on each dataset using the intra-dataset evaluation scheme.
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FIGURE 11. DET curves of self-supervised models trained and evaluated on each dataset using the intra-dataset evaluation scheme.

VOLUME 4, 2016



IEEE Access

450
CPU 2498.54

400 | HEE GPU 392.04
8 350
c
o
v}
@ 300
= 254.03
c 250 1 239.18 238.65
£ 200
=
9 1501 148.77
c
g 110.23
H_E 100 1

49.28
201 31.81 37.37 Sl 36.56
7.65 6.18 10.07
———
Xception Res2Net-101 EfficientNet-B7 ViT Swin-Base MViT-V2-Base ResNet-3D TimeSformer

FIGURE 12. This bar chart highlights the efficiency of the supervised models in terms of inference time on both GPU and CPU devices. It reveals that CNN models
outperform transformer models, taking nearly half the time for processing a single image frame on CPU. On GPU, the figure illustrates that all models achieve
inference in less than 45 milliseconds at most. ViT and Xception models are the fastest among other models on GPU inference speeds, taking less than 10

milliseconds to process a single frame.
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FIGURE 13. This figure illustrates the performance of supervised image models, showcasing both total parameters and the number of floating-point operations per
second (GFLOPs). The results align with the preceding bar chart, emphasising the superior efficiency of CNN models, as compared to transformer models. It's
important to note that video models, although not depicted here, exhibit a significantly higher number of floating-point operations per second, acting as outliers in
the figure and slightly affecting its visual coherence. This disparity arises from the nature of video models processing more data at once, specifically 8 image
frames, compared to image models that handle only one image at a time.
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