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Abstract

Information access systems, such as Google News or YouTube, in-
creasingly employ algorithms to rank diverse content such as music,
recipes, and news articles. Acknowledging the influential role of
these algorithms as gatekeepers to online content, the research
community is increasingly exploring ‘beyond-accuracy’ metrics.
However, deciding what norms and values are relevant and should
be prioritized when designing and evaluating information access
systems is a challenging task. This tutorial aims to cultivate nor-
mative thinking and decision-making in the design and evaluation
of information access systems. The tutorial comprises two key
components. The first part involves a lecture on the foundational
principles of normative thinking, emphasizing the importance of re-
flecting on the desired state of a system rather than its current state.
The second part is an interactive session where participants engage
in group discussions, applying normative thinking to a specific use
case. Participants analyze the system’s usage, stakeholders, and
relevant norms and values and address potential conflicts between
stakeholders and/or values. Through a point-allocation exercise,
participants represent stakeholders and advocate for specific values,
fostering a deeper understanding of normative decision-making in
the context of information access systems.

CCS Concepts

« Information systems — Information retrieval; Evaluation of re-
trieval results; Recommender systems; Personalization; « Human-
centered computing — HCI design and evaluation methods;
« Social and professional topics — Systems analysis and design.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

CHIIR 24, March 10-14, 2024, Sheffield, United Kingdom

© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0434-5/24/03

https://doi.org/10.1145/3627508.3638319

422

Lien Michiels
lien.michiels@uantwerpen.be
University of Antwerp
Antwerpen, Belgium

Alain Starke
Amsterdam School of Communication
Research (ASCoR), University of
Amsterdam
Amsterdam, Netherlands
MediaFutures, University of Bergen
Bergen, Vestland, Norway
a.d.starke@uva.nl

Sanne Vrijenhoek
s.vrijenhoek@uva.nl
University of Amsterdam
Amsterdam, The Netherlands

Keywords

normative thinking, normative design, norms, values, value-sensitive
design, information systems, information access systems, recom-
mender systems, information retrieval

ACM Reference Format:

Johannes Kruse, Lien Michiels, Alain Starke, Nava Tintarev, and Sanne Vri-
jenhoek. 2024. NORMalize: A Tutorial on Normative Design and Evaluation
of Information Access Systems. In Proceedings of the 2024 ACM SIGIR Con-
ference on Human Information Interaction and Retrieval (CHIIR °24), March
10-14, 2024, Sheffield, United Kingdom. ACM, New York, NY, USA, 3 pages.
https://doi.org/10.1145/3627508.3638319

1 Introduction

Many information access systems rely on algorithms to automati-
cally rank content, whether they be songs, recipes or news articles.
Often, this ranking is personalized to each user individually. Such
algorithms, therefore, necessarily act as gatekeepers to the content
we are exposed to online [11]. Users and developers of information
access systems are becoming increasingly aware of the possible
societal impact of assigning the role of gatekeeper to algorithms [6].
As aresult, ‘beyond-accuracy’ metrics are gaining traction in the re-
search communities, with much attention being paid to the notions
of fairness [1, 9, 13, 15], but also other values, e.g., serendipity [8]
and viewpoint diversity [4]. Other works focus on how undesired
biases can be mitigated [7, 12].

The norms and values that we want an information access system
to adhere to are very often domain- and even application-specific.
For example, an online grocery store that is concerned with build-
ing healthy eating habits may want to explicitly prioritize healthy
choices in their ranking, whereas a different online grocer may in-
stead choose to prioritize local, and thus environmentally-friendly,
choices [17, 19]. In the domain of news, ‘diversity’ is a often desired
value, though ‘diversity’ can have many interpretations [10, 20].

How to identify the norms and values that are important to a
specific domain or application, is a much discussed topic in the
humanities and social sciences, but not in the exact sciences. Iden-
tifying and balancing these norms and values requires so-called
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normative thinking and decision-making [2, 3, 18]. Normative think-
ing implies reflecting on how or what the system should be, rather
than focusing on what the current state of the system (output) is.
Besides identifying relevant values, this includes determining how
such values would be operationalized, how different values may be
conflicting, and justifying how and when certain values should be
prioritized over others [16]. The NORMalize tutorial aims to bridge
the gap between the humanities, social sciences, and exact sciences
by bringing normative thinking into the design and evaluation of
information access systems. The tutorial consists of two parts: a
lecture and an interactive session. The interactive session encour-
ages participants to grapple with a real-world use case, providing a
practical foundation for integrating normative considerations into
the development of algorithms, so that they align with the diverse
values of stakeholders in various domains.

1.1 Interactive Session

In the interactive session, participants are divided into breakout
groups of four to five people each. In these groups, they discuss
a specific use case of an information access system, for example,
Google News or YouTube. First, they identify when, where and how
the system is used and where ranking algorithms are used to decide
what is shown to a user. Then, they identify the stakeholders of the
system and the norms and values that matter to them. Next, they
consider how values might be related to each other. For instance,
are diversity and a user’s right to relevant content at odds with each
other? Or, if we value freedom of speech, could that lead to hate speech
and misinformation? Subsequently, each group is allocated a total
of one hundred points, to be divided amongst various values. Each
member within the group is given the responsibility to represent
a stakeholder of the recommender system and to champion their
respective values. The group work concludes with a discussion of
what a system that prioritizes values and stakeholders in such a
way would look like. Finally, each group presents the findings of
their discussion to all participants and organizers.

2 Organizer Biographies
NORMalize is organized by an interdisciplinary team of researchers
and practitioners:

Sanne Vrijenhoek is a PhD Candidate at the University of
Amsterdam’s Institute of Information Law with a background in
Artificial Intelligence. She works on an interdisciplinary project
assessing diversity in news recommendations. An important part
of this project is translating normative notions of diversity into
concrete concepts that can be used to inform recommender sys-
tem design. Her work was awarded Best Paper Runner Up at Rec-
Sys’22 [20].

Lien Michiels is a PhD Candidate in the Adrem Data Lab at the
University of Antwerp, Belgium. She is the lead researcher on the
FWO SBO funded ‘Serendipity Engine’ project for the Adrem Data
Lab. As part of this project, she applies normative design principles
to urban and news recommender systems leading to more diverse
and serendipitous experiences for users. Previously, she combined
her PhD research with her work as a Machine Learning Engineer at
Froomle where she led the design of its recommendation platform.
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Johannes Kruse is an industrial PhD Candidate at the Techni-
cal University of Denmark’s Department of Applied Mathematics
and Computer Science in collaboration with the Danish news pub-
lisher Ekstra Bladet. He is in charge of developing and maintaining
the core recommendation systems at EkstraBladet.dk, which serve
millions of users. He focuses on creating algorithms that provide
personalized recommendations while balancing relevance and di-
versity.

Alain Starke is an assistant professor in persuasive communi-
cation for a digital society, at the University of Amsterdam, Nether-
lands. He is also an adjunct associate professor in recommender
systems at the SFI MediaFutures research centre for responsible
media technology, which is part of the University of Bergen, Nor-
way. His research aims to develop recommender systems that can
support preference shifts and behavioral change in domains of
self-actualisation, such as energy conservation, healthy eating, and
news recommendation.

Nava Tintarev is a full professor in explainable Al in the Depart-
ment of Advanced Computing Sciences at Maastricht University,
Netherlands. Her research looks at how to improve transparency
in, and decision support for, recommender systems. She is a Co-
Investigator in the ROBUST consortium carrying out long-term
(10-years) research into trustworthy artificial intelligence. She is
also a co-lab director of the TAIM lab, working on trustworthy
media, in collaboration with UvA and RTL. Her recent work on,
among other things, diversification of news and social media items
has received four best paper awards in the last 3 years [4, 5, 14, 21].
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